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Abstract
This tutorial highlights some recent results on the acquisition and interactive dis-
play of high quality 3D models. For further use in photorealistic rendering or in-
teractive display, a high quality representation must capture two different things:
the shape of the model represented as a geometric description of its surface and
on the other hand the physical properties of the object. The physics of the mate-
rial which an object is made of determine its appearance, e.g. the object’s color,
texture, deformation or reflection properties.

The tutorial shows how computer vision and computer graphics techniques can
be seamlessly integrated into a single framework for the acquisition, processing,
and interactive display of high quality 3D models.
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1 Introduction
The rapid advances of consumer level graphics hardware makeit possible to ren-
der increasingly complex and accurate models in real time. Computer-generated
movies are getting more and more realistic and users will soon demand a similar
level of realism in a wide range of every day applications such as computer games,
digital libraries and encyclopedias, or e-commerce applications. Being able to ef-
ficiently generate, process and display the necessary models will become a more
and more important part of computer vision and computer graphics.

To fulfill these requirements a high quality representationmust capture two
different things: the shape of the model represented as a geometric description of
its surface and the physics of the material or materials it ismade of, e.g. the ob-
ject’s color, texture, deformation or reflection properties. Subsequently, geometry,
deformation and surface appearance data must be integratedinto a single digital
model which must then be stored, processed, and displayed, trying to meet several
conflicting requirements (such as realism versus interactive speed).

As more and more visual complexity is demanded, it is often infeasible to gen-
erate these models manually. Automatic and semi-automaticmethods for model
acquisition are therefore becoming increasingly important.

Systems built to acquire and to process the necessary data rely increasingly on
computer vision techniques as well as on computer graphics techniques. 3D scan-
ners are becoming the method of choice in acquiring the geometry of an object.
The output from these scanners has to be transformed into a mesh representa-
tion and further processed to reduce noise and complexity. In the photo studio at
the Max-Planck-Institut presented in this tutorial, the optical surface properties of
the object are acquired by taking a number of images with constrained lighting.
These images have to be registered to the 3D geometry by use ofcamera cali-
bration techniques. By inspecting the images, the object’stexture, the spatially
varying reflection properties and microstructure (normal maps) can be extracted.
The University of British Columbia active measurement facility ACME is an ex-
ample of a measurement system capable of acquiring additional physical object
properties like an object’s sound response, physical surface texture and deforma-
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tion properties. A brief ACME overview is included in this tutorial and acquisition
of deformation behavior in ACME is detailed.

Combining all the data, a compact representation of the object can be obtained
that allows for accurately shaded, photorealistic rendering from new viewpoints
under arbitrary lighting conditions. In addition, the highquality 3D model may
be used for object recognition and material investigation.

This tutorial highlights some recent results on the acquisition and interactive
display of high quality 3D models. It shows how computer vision and computer
graphics techniques can be seamlessly integrated into a single framework for the
acquisition, processing, and interactive display of high quality 3D models. Some
examples will illustrate the approach. Finally, we point out some remaining ques-
tions and important areas for future research concerning both computer graphics
and computer vision.
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2 3D Object Acquisition Pipeline
In this tutorial we focus on the generation of high quality 3Dmodels contain-
ing the object’s geometry and the surface appearance Such a model contains in-
formation needed for many computer graphics or computer vision applications.
However, there are also other types of high quality models such as volumetric or
image-based models (e.g., computer tomography data sets, light fields [40]) that
are suitable for different applications.

In our case, the generation of a high quality 3D model for a real world object
includes several, partially independent steps. Figure 2.1shows an overview of
these steps.

First, the geometry and the texture of the object are acquired. Typically, dif-
ferent techniques and acquisition devices for the geometryand the texture are
applied which makes it necessary to align both data sets in a separate registration
step. However, it is also possible to derive geometry information from texture
data and vice versa. Various subsequent processing steps are necessary to extract
information such as reflection properties or normal maps from the input data.

Once a complete model is created it can be resampled, converted to a different
data representation, or compressed to make it suitable for aparticular applica-
tion scenario. Finally, the target application should be able to display the model
interactively without omitting any important information.

In the following sections we give a detailed description of all the steps of the
3D object pipeline. Next, we discuss image-based acquisition techniques and in-
troduce two complete measurement set-ups: the photo studioat the Max-Planck-
Institut and the ACME facility at the University of British Columbia. In Section 4
we consider the acquisition of an object’s deformation behavior, followed by ac-
quisition techniques for appearance properties in Section5. We give an overview
over the acquisition of 3D geometry in Section 6 and describea technique to reg-
ister texture and image data in Section 7. Section 8 introduces several methods to
display the acquired models interactively. We present someexamples of acquired
models in Section 9 before we conclude with Section 10.
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geometry
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physical object
property acquisition

interactive display

appearance  and
texture acquisition

deformation
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3D geometry acquisition

additional processing

Figure 2.1:The 3D object pipeline. Depending on the applied techniquesgeom-
etry acquisition, physical object property acquisition, and registration depend on
each other in different configurations.
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3 Image-Based Measurement
Equipment
Today, image-based techniques become more and more popularto acquire models
of real world objects (see Section 5). A key element of these methods is a camera
to capture images of the object from which various properties of the object can be
derived. The large number of measurements that can be made inparallel (i.e. one
per pixel for a digital camera) lead to efficient methods to sample complex func-
tions such as four-dimensional BRDFs. However, these measurements can only
be meaningful if the equipment used is appropriate for the measurements, if the
properties of the devices are known, and if the relevant parts are calibrated. An-
other important consideration in designing a measurement facility is the level of
automation the facility is to provide. Beside the appropiate choices in sensor and
lighting equipment, robotic devices can dramatically reduce human effort during
model acquisition. Additionally, these devices are able toprovide calibrated po-
sition and orientation of objects, sensors and actuators. Robots have the ability to
perform tasks with high repeatability and consistent accuracy. This is extremely
important if a large number of registered measurements of anobject are to be
collected.

3.1 Photographic Equipment

Both analog and digital cameras can be used for measurement purposes. The
advantages of analog photography include the high resolution of analog film (es-
pecially in combination with commercial high quality digitization services as the
Kodak Photo CD), its comparably large dynamic range, and thehuge selection of
available cameras, lenses and film types. However, the development and scanning
of film can take quite long and the resulting images are not naturally registered
against the camera lens system.

In contrast to that, the position of the imaging sensor in a digital camera re-
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Figure 3.1:A view of our photo studio with black, diffuse reflecting material on
the floor, walls, and ceiling. This image was generated from aHigh Dynamic
Range image to which a tone-mapper has been applied.

mains fixed with respect to the lens system which makes it easyto capture several
aligned images from the same position under different lighting conditions. If the
digital camera is capable of returning the raw image sensor data it is possible
to calibrate the individual sensor elements to account for variations on the sen-
sor [1, 17].

Most consumer quality digital cameras use the lossy JPEG compression for-
mat to store their images although more recent cameras are often also capable of
producing images in a lossless compressed format. The lossyJPEG compression
introduces compression artifacts which makes them rather unsuitable for measure-
ment purposes. Additional artifacts can occur due to various steps in the image
processing chain of digital cameras such as sharpening operations or the color re-
construction in single chip cameras. The imaging communitydeveloped a large
number of methods to characterize various aspects of a digital camera such as the
modulation transfer function (MTF) [68]. These methods arenot only helpful to
choose an appropriate camera but can also be used to debug a measurement setup
when an error occurs.

3.2 Lighting Equipment

For most algorithms that reconstruct the appearance properties of an object from
images, it is important to control the lighting conditions exactly. Although this
is also true for images taken by a regular photographer, the requirements differ
strongly. A point light source, i.e. a light source where alllight is emitted from a
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single point is ideal for many of the techniques mentioned above but is rarely used
in photography as it casts very hard shadows. A perfectly constant and diffuse
lighting is ideal to capture the color of an object but leads from a photographers
point of view to very flat looking images due to the absence of shadows.

The surrounding of an object has also a huge influence on the lighting situa-
tion, especially if the object has a specular reflecting surface. In order to minimize
this influence the measurement region should be surrounded with dark material
that absorbs as much light as possible. Furthermore, the light that is not absorbed
should be reflected in a very diffuse way. Figure 3.1 shows a view of our photo
studio whose floor, walls, and ceiling are covered with black, diffuse reflecting
material to reduce the influence of the environment on the measurements as much
as possible.

A more technical and in-depth discussion of camera and lighting issues can be
found in [15].

3.3 Robotic Equipment

This tutorial dicusses the automation of the measurement process with an exam-
ple: the University of British Columbia Active MeasurementFacility (ACME).
ACME is an integrated robotic facility designed to acquire measurements of in-
teractions with objects. At the core of ACME is a contact manipulation system
(CMS) which executes contact interactions with an object tobe measured. These
interactions can be recorded with various sensors including a force-torque sensor,
a trinocular stereo system, a microphone and a high quality 3-CCD color video
camera. Sensors which are employed to measure the response of an object from
a distance are combined in a field measurement system (FMS). The test station is
a positioning robot to move the object to be measured with precision. The CMS
is built around a robot arm positioned by a motion stage. A gantry robot places
the FMS relative to an object. All these robots are commercial devices but their
assembly, control and programming are unique to ACME. This tutorial discusses
how ACME is employed in the acquisition of measurements during active object
deformation. The geometric modeling capability of ACME arenot discussed here.

3.3.1 Acme Overview

The design goal of ACME is to make it efficient to buildreality-basedmodels [49],
i.e., interactive computational models of real, physical objects based on actual
measurements. The physical layout of the facility with its variety of sensors and
actuators is shown in Figure 3.2. The control of these devices is distributed over
a number of computers and layers. This allows one to employ commercial con-
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Figure 3.2:ACME Facility Overview

trollers when possible but adding advanced features as required. In particular,
the control architecture provides the foundation for the high-level control of the
system which makes programming it simple.

The architecture is based on tele-robotic control and integrates a kinematic
simulator with the tele-robotic paradigm in a number of ways. On the one hand
the simulator serves as a debugging tool for ACME experiments. An ACME ex-
periment is the top-level user program written in Java1. On the other hand the
simulator is available during execution to verify motion requests. This allows for
a simple generate-and-test approach to motion planning. The control architecture
of ACME is client-server based, i.e., an ACME client with which a user interacts
and an ACME server which controls the robotic subsystems. The client program
can execute independently from the facility or act as a terminal for ACME. The
ACME server system is distributed between several computers; separating low-
level closed-loop control, trajectory generation, data acquisition, and networking.
The four layers of the ACME server software from top to bottomare the user’s
Experiment, the Java ACME device classes, the native bindings to the devices and
finally the low-level device controller. The native bindings to most of the actua-
tors and to some sensors are through the Robot Control C Library (RCCL) [42]
which generates real-time trajectories for each actuator device from a high-level
MotionPlancomposed of device indepedentMotionobjects.

The interested reader is directed to [51, 50] for a more complete description of
ACME. Section 4.2 also briefly summarizes the ACME deformation experiment.

1Java is a trademark of Sun Microsystems Inc., MountainView,Ca., USA
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Figure 3.3:ACME 3-D Display. A collision event produced by the simulation is
rendered with the colliding boxes highlighted.

3.4 Camera Calibration

When using a camera as a measurement device various aspects should be cali-
brated in order to guarantee high-quality results and the repeatability of the mea-
surements.

3.4.1 Geometric Calibration

The properties of the camera transformation which describes how an object is
projected onto the camera’s image plane should be recoverede.g. using [65, 71,
20]. These methods generally use an image or a set of images ofa calibration
target (e.g. a checkerboard pattern) to determine camera parameters such as the
focal length of the lens, the location of the optical axis relative to the imaging
sensor (principal point), and various distortion coefficients. Once this information
is known, a ray in space can be assigned to each pixel in an image.

3.4.2 High Dynamic Range Imaging

The dynamic range of a camera, i.e. the ratio between the brightest and the darkest
luminance sample that can be captured in a single image, is for most cameras quite
small (on the order of102 − 103). As the dynamic range of a scene can be much
higher (e.g., about106 between highlight and shadow regions), some techniques
have to be used to capture the full dynamic range of a scene.
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Several manufacturers have developed CMOS cameras that arecapable of cap-
turing a sufficiently large dynamic range by either combining multiple exposures
or by the use of special imaging sensors. These cameras are typically video cam-
eras and provide only a limited resolution. Furthermore, the measured values are
quantized to 8–12 bits per pixel and color channel leading toa rather low preci-
sion.

In the computer graphics community, several authors proposed methods to ex-
tend the dynamic range of digital images by combining multiple images of the
same scene that differ only in exposure time. Madden [44] assumes linear re-
sponse of the imaging sensor and selects for each pixel an intensity value from the
brightest non-saturated image. Debevec and Malik [11] and Robertson et al. [55]
recover the response curve of the imaging system and linearize the input data be-
fore combining them into a single high dynamic range image. In [16], Goesele
et al. proposed a technique to combine high dynamic range imaging with color
management techniques (see Section 3.4.3).

3.4.3 Color Issues

Accurately recording the continuous spectrum of the visible light is difficult –
especially if the spectrum is not smooth but contains sharp peeks such as the
spectrum of a discharge lamp or even a laser. Likewise, the spectral response
curve that describes the way light is reflected by an object isnot always smooth.
Measurement devices such as a spectrophotometer perform therefore a very dense
sampling of the spectrum and output large data sets.

In contrast to that, most analog and digital cameras record only three color
values per pixel (tristimulus values). Each sensor in a digital camera integrates the
amount of incoming light weighted by its response curve overthe whole visible
spectrum. This is inspired by the human visual system that also contains three
types of sensors behaving in a similar way [21]. A camera can record the colors
of objects as perceived by a human observer most accurately if the corresponding
response curves are identical [43], but the true spectrum ofthe light hitting the
sensor can never be reconstructed and different spectra canresult in the same
tristimulus values (metamerism). Color measurements donewith a tristimulus
device are therefore always an incomplete representation of the actual spectrum.

White Balance

The human visual system can adapt to a wide range of illumination conditions.
Within this range, colored objects look roughly the same even if the spectrum of
the light source changes and therefore the spectrum of the reflected light hitting
the retina is different. A digital camera can mimic this behavior with a white
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Figure 3.4:IT8.7/2 target used to capture the color properties of an imaging sys-
tem in order to generate an ICC profile.

balancing step: the tristimulus values are multiplied withconstant factors so that
the color of the light source is recorded as white. The influence of the light source
on the recorded color of an object is hereby minimized.

Color Management Systems

For a digital camera, the recorded color of an object dependsnot only on the light
source but also on several other factors including the properties of the optical
system, the sensor, and the image processing steps applied by the camera itself or
other software.

In order to relate the recorded color to well defined standards, color manage-
ment systems have become a standard tool. An image of a well known test target
such as the IT8.7/2 target (see Figure 3.4) is taken and processed in the same way
all later images are processed. The relation between the color values of the test
target patches and the color values reported by the camera isanalyzed and used
as calibration data. The International Color Consortium (ICC) introduced the so
called ICC profiles [23, 66] as a standard way to store this information.

The basic mechanism behind ICC based color management systems is to use
a well defined color space as profile connection space (PCS). All input data is
converted into the PCS using an ICC input profile associated with the input device.
Other profiles are used to convert data from the PCS into the color space of display
or output devices such as monitors and printers.

One of the color spaces used as PCS is the linear CIEXYZ space [8]. In [16],
Goesele et al. have shown that this color space can be used to generate color cal-
ibrated high dynamic range images which are a tool to improvethe color fidelity
of appearance acquisition methods.
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4 Deformation Acquisition
This tutorial shows how to efficiently scan deformation behavior in the ACME
facility. The scanning of deformation behavior in ACME is a direct measurement
method based on the observation of a deforming object (see Figure 4.1). Elastic
object deformation is characterized by surface displacements and contact forces.
ACME records the force and displacement at the contact area by a robotic probe
while it actively deforms the object. The global displacement of the free surface
is observed visually with a trinocular stereo vision system. The three-dimensional
displacement vectors over the surface are obtained with simultaneous (geometric)
stereo and optical flow. The scanning of the initial (undeformed) shape of an
object in ACME is also based on stereo range data.

Deformable models of physical objects for interactive simulation are desirable
for numerous applications in the areas of virtual and augmented reality. Many
techniques have evolved in interactive simulation over theyears to model de-
formations [14]. These techniques vary from full continuummodels for elastic
materials [7, 25, 72, 53, 62] through mass-spring particle systems [10], ad-hoc
methods [14]. But even the most elaborate deformation modelwill be unrealistic
if the simulated material does not match the real physical object. The measure-
ment of these material properties is conventionally done ina “material oriented”
way, e.g., in physical and mechanical testing laboratories. However, if deformable
models are not based on individual physical objects, simulation results can not be
validated by observation of individual behavior. As a result, most approaches to
deformable simulation lack a validation step [14, 13].

Closest to the acquisition method discussed in this tutorial is the model acqui-
sition in the work on interactive medical simulators by Laugier and his group [10].
They model the force interaction between an echo-graphic sensorhead and the hu-
man thigh with a particle system for which parameters are derived from local mea-
surements with a robotic probe. However, the approach discussed in this tutorial
is unique in that it captures the complete static deformation response of an object.
In a general approach, the discrete Green’s functions of an object’s deformation
behavior are robustly estimated from measurements of global deformation.
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Figure 4.1: Active Deformation Measurement in ACME: The trinocular stere-
ohead records the global surface deformation while the robotic probe applies a
force and measures local displacement.

4.1 Deformable Model

In this tutorial the global deformation of a solid in static equilibrium is modeled
with a discrete Green’s functions matrix. The discrete Green’s functions matrix
can be derived for a homogeneous isotropic linear-elastic solid based on contin-
uum mechanics. Given a suitable discrete representation ofthe undeformed ob-
ject shape and known material constants, either the finite element solution method
with condensation [7] or the boundary element solution method [25] may be em-
ployed to this end. The discrete Green’s functions of the boundary value problem
associated with an elastic solid can generate the solution for all possible boundary
conditions similarly to the impulse response of an electriccircuit. Next, a brief
introduction to the discrete Green’s functions matrix is given.

k

l

k

u

k
p

1

p
l

Ω
Γ

Γ0

u  = 0
l

Figure 4.2:Elastic Solid: Discrete Boundary Value Problem

The domain of the problem is a solidΩ with its boundaryΓ. On the boundary
Γ0 displacements are prescribed and on the boundaryΓ1 tractions1 are prescribed,

1A tractionp is a forcef normalized over the surface areaA it is affecting, i.e.,p = f/A.

14



(see Figure 4.2), i.e.,Γ0 is fixed whileΓ1 is free. The Green’s functions relate
a field of displacement vectorsu to a field of traction vectorsp on the boundary
of the elastic solid. In our work the boundary of the model is discretized into a
triangular mesh withk = 0 . . . n vertices (see Figure 4.2). For a given boundary
configuration, the block vector̄v holds all prescribed boundary values. Entries
v̄k = ūk if the vertexk is on the surfaceΓ0, while v̄k = p̄k if the vertexk
is on the surfaceΓ1. The complementary displacement and traction vectors are
entered into a block vectorv. The matrix relating the prescribed valuesv̄ andv

is the discrete Green’s functions matrixΞ (see Equation 4.1). Equation 4.1 is the
deformable model employed in this tutorial.

v = Ξv̄ (4.1)

In estimation, the Green’s functions matrixΞ is to be determined from over-
specified displacement and traction boundary conditions. The block vectorsv and
v̄ are measured or known in the estimation of the Green’s functions matrixΞ.

4.2 Deformation Measurement in ACME

A deformationExperimentin ACME applies a concentrated load with a robotic
arm on the free surface of the object while the object is fixed on a positioning
TestStationas shown in Figure 4.1. During measurement the probe appliesa force
until the maximum force or displacement is reached. Force and displacement
are recorded at 100Hz. The measurement of the global deformation is based on
range-flow calculated from imagery acquired with a trinocular stereo-head [35].
The vertex displacements are measured visually for all vertices which are in view
from the stereo-head at a given location. During the scanning of an object, data
is gathered for each vertex location on the free surface of ofthe undeformed ob-
ject mesh. Multiple load applications in different orientations are combined with
multiple viewpoints for the trinocular stereo-head.

4.3 Model Estimation

The estimation of the discrete Green’s functions is treatedhere as a linear estima-
tion problem based on Equation 4.1. The measurement set-up defines the bound-
ary configuration for the estimation procedure. In the measurement configuration,
vectorv̄ of Equation 4.1 consists of zero displacements for the fixed surface and
zero tractions for the free surface except for the contact area. As a result the block
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vectorv̄ is all zero, except for a single traction vector at the contact point at ver-
tex k. This leads to the structure illustrated in Equation 4.2. The behavior of the
model is characterized by them×m block submatrix of Green’s functions matrix
Ξ which can be measured in the approach discussed in this tutorial. Columns in
Ξ which correspond to vertices of the fixed support surface arenot excited during
measurement. The rows ofΞ which correspond to the same vertices of the fixed
support surface are not observed since the corresponding tractions inv̄ are not
sensed.
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The estimation problem is: given a set of block vectorsv̄ and a set of corre-
sponding block vectorsv find them×m observable submatrix ofΞ. We divide the
problem intom separate estimation problems for each of them columns. There
arem estimation problems per column which consist of finding a3 × 3 block
elementΞik of matrix Ξ given a set of observed displacement vectorsui and the
corresponding traction vectors̄pk. The problem wheni = k is the estimation of
the compliance of the object at locationk.

Noise in the measurement data requires regularization in the estimation pro-
cess [36]. The estimation process must also deal with missing observations in the
global deformation response (i = k) due to occlusion, failure of the range-flow
technique and incomplete sensor coverage of the object’s surface. In the approach
described in Pai et al. [52], hole filling is achieved by a diffusion process on the
triangular surface mesh. It is also shown how to estimate theresponse for different
level of detail of the surface mesh.

4.4 Modeling Examples

Below we summarize results obtained in ACME with the above outlined method.
The first example is the result for the local stiffness estimation of a plush toy
(the global response can be found in [34]). In the second example, the global
deformation results for modeling an anatomic soft-tissue human wrist model2 with

2The object is made by Sawbones, Pacific Research Laboratories, Inc.
(http://www.sawbones.com).
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Figure 4.3: Normal Local Compliance. Compliance normal to the surface is
shown (Ξkknk). The figure is vertex colored, dark indicates a large value.Ver-
tices not probed due to reachability constraints result inΞT

kk not being estimated
and are shown in white. A maximum of eight probes observed from two different
viewpoints are employed.

this method are given.
The plush toy has a quite uniform compliance with exception of the rear of

the head which moves (hinges) more easily out of the way of theprobe (see Fig-
ure 4.3). The anatomic soft-tissue human wrist model has a bone structure made
of hard plastic with a cancellous inner core. The bone structure is surrounded
by soft foam with a plastic skin layer. Therefore, the deformation response of
the wrist model is quite non-uniform. We arbitrarily pick two Green’s functions
for illustration. The load application for these two cases are at verticesk = 4
andk = 98, respectively (see Figure 4.6). The lower arm deforms locally when
probed at Vertex98 (see Figure 4.6(c) and Figure 4.6(d)) with no preferred direc-
tion. This response is caused by thesoft tissueof the object being compressed
between the probe and the object’s bone structure. When the model is probed at
vertexk = 4 above the wrist joint, the complete object bends (see Figure4.6(a)
and Figure 4.6(b)) since the bone structure is not rigid enough to restrict the de-
formation.

Lang et al. [36] also compare the results of the least squaresestimation of the
discrete Green’s function matrix with a linear-elastostatic continuum mechanics
model obtained by assuming isotropy and homogeneity. The limitations of the
homogeneous isotropic linear elastostatic model have beenpointed out in the lit-
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(a) Vertex4 (b) Vertex98

Figure 4.4:Probe Tip of ACME’s CMS at Vertex Location

erature before [72, 53]. The solution suggested is to model material with the non-
linear large deformation strain tensor [72, 53]. In contrast, the method discussed
here will find a linear approximation to the physical deformation of an object.
This linear approximation achieves realistic global deformation by making full
use of all the degrees of freedom of the discrete Green’s functions matrix. It also
maintains the linearity of the model which then can be rendered easily with several
thousands of boundary nodes in real-time while being stableby design [24].

4.5 Summary of Deformation Acquisition

The robotic acquisition of deformable models leads to an increase in realism of
global deformation models of physical objects. The method discussed here esti-
mates the discrete Green’s functions matrix for elastic objects based on direct ob-
servations of the deformation behavior. The robotic measurement facility ACME
enables the convenient acquisition of the necessary measurements. ACME mea-
sures the local contact behavior at a robotic probe, as well as the global displace-
ment of the object’s surface. The least squares estimation of the block elements
of the discrete Green’s function matrix uses regularization in the solution method.
The local compliances for a plush toy are successfully estimated with this method.
The discrete Green’s functions estimation also provides a reasonable linear ap-
proximation to the deformation behavior even in the case of the anatomic soft
tissue human wrist model. This is despite the fact that the anatomic soft tissue
human wrist model is an inhomogeneous, anisotropic and articulated soft body.
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(a) Probe at Vertex4 of Fig-
ure 4.4(a)
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Figure 4.5:Magnitude of Force and Displacement. The profiles of displacement
and force magnitude as recorded by ACME’s CMS.

(a) Probe at
Vertex 4 of
Figure 4.4(a)

(b) Probe at
Vertex 4 of
Figure 4.4(a)

(c) Probe at
Vertex 98 of
Figure 4.4(b)

(d) Probe at
Vertex 98 of
Figure 4.4(b)

Figure 4.6: Discrete Green’s Functions for Different Mesh Resolution.Base
mesh (level0) of the subdivision hierarchy (4.6(a) and 4.6(c)) and level1 (4.6(b)
and 4.6(d)) are shown. The estimation for both meshes is based on the same ob-
servations.
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5 Appearance Acquisition
The appearance of an object consists of several surface properties including color,
texture, reflection properties, and normal directions or the local tangent frame in
the case of anisotropic materials. Due to their large numberthey are difficult to
acquire but nevertheless necessary to generate a convincing looking representation
of an object. It is therefore justifiable to put a lot of effortinto this acquisition step.

Traditionally the appearance of an object is captured usinga variety of special
devices [22]. But many surface properties can be acquired bythe use of a pho-
tographic camera – preferably a digital camera – in a controlled lighting setup.
Captured images can for example be used to color the 3D geometry model during
rendering. The digital pictures are simply projected onto the model as image tex-
tures using texture mapping [18]. To ensure that each part ofthe object is colored,
a sufficient number of images must be taken from different view points [47, 61].
During the projection a perspective correction must be performed to gain a seam-
less transition between textures of different images (see also Section 7). To obtain
more precise surface properties than just a single color value, further processing
is needed.

5.1 Reflection Properties

Constant, diffuse lighting during the acquisition phase would reproduce only the
object’s color. More realistic models can be obtained by considering further as-
pects of a material’s appearance, for example the reflectionproperties. The inten-
sity and color of any material typically varies if viewed from different directions
or under different illumination (see Figure 5.1).

When light interacts with a perfectly reflective surface, i.e. a mirror, the re-
flected light leaves the surface at the same angle it hits the surface. However, per-
fect mirrors do not exist in reality. In contrast, most surface have a very complex
micro-structure. This micro-structure makes different materials appear differently.

When light hits such a surface, it is not reflected toward a single direction, but
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Figure 5.1:A teapot with complex reflection properties illuminated from two dif-
ferent directions.

Figure 5.2:Here you can see the values of a BRDF (depicted as a lobe) for one
incident light direction̂ωi and every possible outgoing directionω̂o.

rather to a cone of directions. If the surface is perfectly diffuse (e.g. for a piece of
chalk), light even scatters equally in all directions.

In computer graphics thebidirectional reflectance distribution function(BRDF
or also reflectance model) is used to describe the way a surface reflects light. The
BRDF yields the fraction of light arriving at a point from onedirection to the light
that is reflected off the surface at the same point into an exitant direction.

Hence a BRDF is a four-dimensional functionfr(ω̂o, ω̂i) that depends on the
incident light direction̂ωi and the viewing direction̂ωo (see Figure 5.2). It should
be noted, that it also depends on the wavelength, which is usually represented by
three samples (RGB) only. In the following, the wavelength dependency is not
stated explicitly.

A number of analytical BRDF models have been developed to approximate
the reflection properties of real materials (e.g. [64, 67, 33, 2]).
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5.2 Measuring Reflection Properties

In addition to these analytical models, it is possible to measure real-world BRDFs
directly. There are special devices available to accomplish this task: The most
general approach is to use a gonioreflectometer which measures the light that is
emitted in every direction when the object is illuminated from a given direction.
However, this measurement procedure can be very time consuming and captures
only the properties of a single point on the surface of an object. If the surface is
not uniform, this is not very helpful.

One way to overcome the ”single point” constraint for appearance measure-
ments is the use of a digital camera. When an image is taken with such a camera it
corresponds to millions of parallel measurements of radiance samples hitting the
sensor. The main challenge is to recover the appearance information from images
taken from different positions under controlled lighting conditions.

Marschner [45] used this approach to determine a single BRDFfor an object
by combining all the pixel data. Compared to a gonioreflectometer this technique
is considerably faster, but it still assumes that the entireobject consists of a single
material, represented by a large number of tabulated BRDF samples. A specific
BRDF model can be fitted to these BRDF samples by optimizing for the param-
eters of the BRDF model as it is for example done in [59]. The set of BRDF
samples is then replaced by a few parameters resulting in a more compact repre-
sentation.

To allow for variations of the reflectance properties over the object’s surface
Marschner et al. [46] extracted the purely diffuse part (albedo map) of the ob-
ject’s texture for each visible point using a similar technique. The resulting tex-
ture includes only view-independent color information andno specular reflec-
tion. Albedo maps plus one reflection model per surface patchhave been acquired
for indoor scenes by Yu et al. [70] which assumed that material properties only
change from patch to patch.

An approach to acquire distinct reflection properties for every surface point
has been published by Debevec et al. [12]. A set of images of anobject, e.g.
a person’s face, is taken from one viewpoint while the position of a point light
source is changed. Hereby, the set of incident light directions is densely sampled.
The collected data allows for realistic relighting of the object illuminated by arbi-
trary virtual environments. Unfortunately, a very large amount of data is needed
both during the acquisition and for display.
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5.3 Measuring Spatially Varying BRDFs

Based on Marschner’s approach, Lensch et al. [37] developeda technique that is
able to reconstruct spatially varying reflection properties by just a very few im-
ages (around 25). The key idea here is that most objects typically consist of a
small number of materials only, i.e. many points on the object’s surface have ap-
proximately the same reflection properties. By clustering points with different
normals but consisting of the same materials, a large numberof BRDF samples
of that material can be collected by just a few images. After measuring the BRDF
for clusters of points, separate reflection properties for each single point are deter-
mined to account for subtle details and small changes. The BRDF for each point
is determined as a weighted sum of the clusters’ BRDFs.

Thus, a high quality and very compact representation of the original object can
be obtained with moderate acquisition effort.

5.3.1 Data Acquisition

The entire procedure is as follows: The geometry of the object is obtained by use
of a 3D scanner, e.g. a structured light or computer tomography scanner, yielding
a triangle mesh. In order to capture the reflection properties a small number of
high dynamic range (HDR) images of the object are taken showing the object lit
by a single point light source. In a next step the camera position (see Section 7)
as well as the light source position relative to the geometric model are recovered
for all images.

For every point on the object’s surface all available data (geometric and photo-
metric) is collected from the different views in a data structure calledlumitexel. It
contains the position of the surface point and its normal derived from the triangu-
lar mesh. Additionally, a lumitexel stores a list of radiance samples together with
the corresponding viewing and lighting directions, one radiance sample for every
HDR image where the point is visible and lit. The radiance sample is obtained by
resampling the color value at the position of the surface point projected into the
image.

5.3.2 Clustering of Materials

Because only a limited number of different views and lighting directions is ac-
quired a single lumitexel does not carry enough informationto reliably fit a BRDF
model to the radiance samples. To provide more data from which the parameters
can be derived, the lumitexels are grouped into clusters of similar materials. Start-
ing with a single cluster containing all lumitexels, the parameters of an average
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BRDF are fitted using the Levenberg-Marquardt algorithm to perform a non-linear
least square optimization.

In order to separate the distinct materials the initial cluster has to be split.
Given the average BRDF, two new sets of parameters are generated by varying the
fitted parameters along the direction of maximum variance, yielding two slightly
distinct BRDFs.

The lumitexels of the original cluster are then assigned to the nearest of these
BRDFs, forming two new clusters. A stable separation of the materials in the clus-
ters is obtained by repeatedly fitting BRDFs to the two clusters and redistributing
the original lumitexels. Further splitting isolates the different materials until the
number of clusters matches the number of materials of the object as illustrated in
Figure 5.3.

Figure 5.3: The clustering process at work. In every image a new cluster was
created.The object was reshaded using only the single BRDFsfitted to each cluster
before the projection into a basis of multiple BRDFs.

5.3.3 Spatially Varying Behavior

After the clustering the same reflection behavior is assigned to all lumitexels/points
in one cluster. However, small features on the surface and smooth transition be-
tween adjacent materials can only be represented if every lumitexel is assigned its
own BRDF.

In the algorithm, this BRDF is a weighted sum of the BRDFs recovered by
the clustering procedure. The spatially varying reflectionproperties can be rep-
resented by a set of basis BRDFs for the entire model plus a setof weighting
coefficients for each lumitexel.

The weighting coefficients are found by projecting the lumitexel’s data into the
basis of per cluster BRDFs. An optimal set of weighting coefficients minimizes
the error between the measured radiance and the weighted sumof radiance values
obtained by evaluating the basis BRDFs for the viewing and lighting direction of
the measured sample. To recover the coefficients the least square solution of the
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Figure 5.4:Left: Last result of the clustering step. Right: Bird with the spatially
varying BRDF determined by projecting each lumitexel into abasis of BRDFs.
Note the subtle changes of the materials making the object look realistic.

corresponding system of equations is computed using singular value decomposi-
tion (see [37] for more details).

In Figure 5.4 the result of projecting the collected data forevery point into a
basis of BRDF is shown. The method allows for accurately shaded, photorealistic
rendering of complex solid objects from new viewpoints under arbitrary lighting
conditions with relatively small acquisition effort. The reconstructed BRDFs can
further be used to classify the objects based on their materials.

5.4 Normal Maps

The resolution of the acquired geometry of an object is typically limited by the
used 3D scanning device (see Section 6). Additional processing of the 3D data
like combining multiple scans, smoothing the surface to remove noise, and mesh
simplification to reduce the complexity of the model furthererases fine scale geo-
metric detail.

When reconstructing the object using a coarse geometric model, smaller fea-
tures in the surface’s structure like bumps, cracks or wrinkles can be simulated by
the use of normal maps or bump maps [5] (see Figure 8.1). Thesetextures store a
perturbation of the surface normal for each surface point. After applying the per-
turbation, the modified normals are used for the lighting calculations. This results
in a change of the angle between the viewing direction and thesurface at that point
as well as between the light direction and the surface. This step approximates the
correct lighting of a fine scale geometry model.
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Figure 5.5:Left: Normals of the original mesh. Right: Normals optimized using
spatially varying BRDFs

Normal maps recording small imperfections of the surface can be acquired for
real world objects: Rushmeier et al. calculated normal directions from a set of
images showing the same view of the object illuminated by a point light source
placed at different but known positions for each image [58].The surface is as-
sumed to be perfectly diffuse (Lambertian), reflecting incident light equally in all
directions, and thus its color can again be represented by analbedo map [57].

The restriction of a purely diffuse surfaces can be removed if techniques like [37]
(see Section 5.3) are used to first measure the approximate reflection properties at
each surface point and then use this data to measure the normal directions.

Since the BRDF at one point is defined for viewing and lightingdirections
with respect to the local tangent frame at that point, all directions have to be trans-
formed based on the point’s surface normal. To measure the exact normal at a
point, an initial normal is obtained from the triangular mesh. Given the viewing
and lighting directions for the radiance samples in world coordinates, the current
estimate of the normal is used to transform them into the local coordinate frame.
Then, the error between the measured radiance values and thereconstructed radi-
ance values is computed where the reconstructed radiance values are obtained by
evaluating the measured BRDF using the transformed directions. If enough radi-
ance samples are provided for each point the actual normal direction at the point
can be found by minimizing this error using a non-linear least square optimization
technique. Figure 5.5 shows the quality of the reconstructed normals compared to
the normals of the original mesh.
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6 Acquisition of 3D Geometry
In most cases there exists no high quality 3D geometry model of real world objects
like pieces of art. But even if it would exist (e.g. because the object was manufac-
tured using computer based manufacturing methods) it is often only available to
a very limited number of persons. Therefore, it is most oftennecessary to acquire
the geometry of objects using a 3D scanner.

Several research groups including [41, 3] have built their own 3D scanner –
some of them tailored to specific requirements. Furthermore, there is a broad
range of commercial products made by companies like Cyberware, Minolta, or
Steinbichler.

There are several different approaches to acquire the 3D geometry of an ob-
ject (for an overview see [9]) but most of the systems for small or medium sized
objects are based on an active stereo structured light approach. One or several
patterns are projected onto the object with a computer controlled projection sys-
tem (e.g. a video projector, a color coded flash stripe projector, or a laser beam).
The projected light patterns on the object are observed by a digital camera which
is rigidly connected to the projection system. The 3D location of a point on the
surface of an object is then defined by the intersection of a ray from the projected
pattern with the viewing ray that corresponds to the pixel inthe digital image that
observed this ray (see Figure 6.1).

The position of these rays in space is determined in a separate calibration
step: The patterns are projected onto a calibration target –typically a flat board or
a three-dimensional structure with a regular pattern whosegeometric properties
are exactly known. The acquired images are analyzed to recover the intrinsic
parameters (e.g. focal length, lens distortion) and extrinsic parameters (the relative
position and orientation) of the projection system and the camera using standard
camera calibration techniques (e.g. [65, 71, 20]).

Using the active stereo approach most objects cannot be acquired with a single
scan either because front and back part of the object cannot be scanned with a sin-
gle scan or because for a given configuration not all parts of the object are visible
from both the position of the projection system and the digital camera. Therefore
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Figure 6.1:Schematic drawing of an active stereo 3D scanner. Given the intrinsic
parameters of the projection system and the camera, the baseline b and the angles
α andβ, the position of a surface point can be recovered using triangulation.

several scans have to be registered against each other in order to combine them
into a single set of surface points. This is commonly done using a variant of the
iterative closest point method (ICP) [4, 54]. The resultingpoint cloud is triangu-
lated leading to a single triangular mesh using one of a largevariety of methods
(for an overview see [9]). Further processing steps includesmoothing to reduce
noise (e.g. using [63, 30]) and editing of the resulting meshfor which a huge
selection of tools is available including [31].

Kobbelt et al. [32] give a detailed description of the techniques used for the
acquisition and processing of 3D geometry data.
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7 Registration of Geometry and
Texture Data
Since texture and geometry are typically acquired by two different processes the
collected data has to be merged afterwards. This requires the alignment of the
geometry data and the captured images. Only for scanning devices that capture
geometry and texture data with the same sensor, the alignment or registration is
already given. But in such a case the user is limited to the texture data provided
by the scanner and the lighting setup cannot be changed to perform appearance
measurements. Because of this, we further consider the caseof two different
sensors, a 3D scanner and a digital camera.

7.1 Manual Registration

In order to align or register the 3D model to the texture data one has to recover
the parameters of the camera transformation that maps points in 3-space (the 3D
geometry) onto the 2D image. These parameters describe the camera position, its
orientation and the focal length (see Section 3.4.1). Further parameters are the
aspect ratio, the principle point and the lens distortion, which are in the following
assumed to be already known.

A simple approach to recover the camera position and orientation is to manu-
ally select corresponding points on the geometric model andin the picture [56]. If
enough correspondences are established the transformation can be directly deter-
mined using one of various kinds of camera calibration methods (e.g [65, 71, 20]).
But selecting corresponding points for a set of images is a time-consuming and
tedious task. Additionally, the precision is limited by theuser, although accuracy
could be improved by selecting more points.
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7.2 Automatic Registration

In order simplify the registration process some semi-automatic approaches have
been published [47, 48]. The user is asked to roughly align the 3D model to the
image. The algorithm then tries to optimize for the camera parameters by mini-
mizing the distance between the outline of the 3D model rendered with the current
set of camera parameters and the outline of the object found in the image. For each
tested set of camera parameters the distance between the outlines has to be com-
puted. This is a time-consuming step since the 3D model has tobe rendered, its
outline must be traced and for some points on it the minimum distance to the other
outline must be computed.

Figure 7.1:Measuring the difference between photo (right) and one viewof the
model (left) by the area occupied by the XOR-ed foreground pixels.

In [38, 39], Lensch et al. proposed a method to compute the distance between
a view of the 3D model and the 2D image in a different way. Here,silhouettes
are compared directly instead of using their outlines. At first the silhouette of
the object in the images is extracted by classification of theimage in foreground
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and background pixels, which can be done by any segmentationalgorithm. Then,
the geometry is rendered in front of a black background usinga monochrome
color. It is combined with the segmented image using the XOR-operation as is
visualized in Figure 7.1. The resulting image will be black except for those pixels
which are covered by just one silhouette but not by the other,that is to say exactly
those pixels where the silhouettes differ. The number of remaining pixels is a
measure for the distance between the silhouettes. These pixels can be counted by
evaluating the histogram. The optimal set of camera parameters can be found by
minimizing the number of remaining pixels.

Note that all three steps, rendering, combining, and histogram evaluation can
be performed using graphics hardware and thus can be computed very fast, speed-
ing up the optimization.

Additionally, it is also possible to automatically find a rough initial guess for
the camera parameters. The effective focal length is first approximated by the
focal length of the applied lens system. Depending on the focal length and the size
of the object, the distance to the object can be approximated. It is assumed that the
object is centered in the image. What remains to be estimatedis the orientation of
the camera. The optimization is simply started for a number of equally distributed
sample orientation allowing just a few optimization steps per sample. The best
result is then taken as a starting point for further optimization.

7.3 Texture Preparation

Knowing all camera parameters or the entire camera transformation for one image,
it can be stitched onto the surface of the 3D model. The image is projected onto
the the 3D model using projective texture mapping. Given a triangular mesh the
stitching is done by computing texture coordinates for eachvertex of the model
that is visible in the image. Texture coordinates are calculated by projecting the
3D coordinates of the vertices into the image plane using therecovered camera
transformation. All visible triangles can then be texturedby the image as shown
in Figure 7.2.

Further, the exact transformation for projecting surface points into the images
is known. This information is required when collecting all radiance samples for
one point on the objects surface into a lumitexel (compare Section 5.3.1).

A task that is still left is to determine the set of surface points for which a
lumitexel should be generated. In order to obtain the highest quality with respect
to the input images, the sampling density of the surface points must match that
of the images. To achieve this, every triangle of the 3D modelis projected into
each image using the previously determined camera parameters. The area of the
projected triangle is measured in pixels and the triangle isassigned to the image in
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Figure 7.2: The 3D model is aligned to a captured picture which then can be
mapped as a texture onto the geometry.

which its projected area is largest. For every pixel within the projected triangle a
lumitexel is generated. The position of the surface point for the lumitexel is given
by the intersection of the ray from the camera through the pixel with the mesh
(see Figure 7.3).

n

x

Figure 7.3:The correspondence between pixel position and point position on the
object is computed by tracing a ray through the image onto theobject.

Since every lumitexel is assigned to a triangular region within one of the HDR
images it is possible to construct a 2D texture of lumitexels. This texture will
unfortunately consist of a large number of separate triangles. Larger patches can
be obtained by grouping adjacent triangles of the same inputimage. However,
a significant number of isolated regions will remain. Instead of treating these
regions as independent textures, it is more convenient to pack the regions into a
single image, e.g. using the technique proposed by Rocchiniet al. [56]. A result
of this packing is shown in Figure 7.4 where the original color values of the input
images are used to show the regions for which lumitexels are constructed.

During texture generation all parts of the original images where only the back-
ground is visible are discarded. Combined with dense packing of the remaining
parts into one image, this reduces the size of the texture compared to the overall
volume of the original images. A single image has the furtheradvantage that it can
be compressed and transformed into a streamable representation with less effort.
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Figure 7.4:Packing of the constructed texture regions for the elk model. Only
three pictures were considered in this case to better visualize the layout .
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8 Interactive Display
After measuring the reflection properties of the object and transforming the im-
ages into a single texture, we explain in this section how thecombined data can
be displayed interactively.

8.1 Lighting Models

In Section 5 you have already seen what a reflectance model is.A reflectance
model can be seen as a material description that modulates the intensity of the
light that arrives at the surface. For every light incident direction it tells you how
much light is being scattering to which exitant direction. For example the Blinn-
Phong model that is used by OpenGL can be described as:

fr(ω̂o, ω̂i) = kd + ks

(n̂ · ĥ)N

n̂ · ω̂i

,

ĥ =
ω̂i + ω̂o

|ω̂i + ω̂o|
,

whereω̂i is the incident light direction,̂ωo is the exitant light direction (i.e. view-
ing direction),ĥ is the half-way vector between̂ωi and ω̂o, all of which are in
coordinates relative to the surface, i.e. relative to the local tangent frame consist-
ing of the normal̂n, the tangent̂t, and the bi-normal̂b. The parameterskd, ks,
and N describe the diffuse coefficient, the specular coefficient,and the Phong
exponent.

This not a complete lighting model, since the BRDF only tellsyou how light is
scattered. A lighting model includes much more: how the light intensity decreases
with the distance from the light source (e.g. quadratically), what kind of light
sources are supported (e.g. point light or parallel light),if shadows are included,
and so on. We will use the following simple lighting model forthe rest of the
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chapter (which is similar to the OpenGL lighting model):

L(ω̂o) = fr(ω̂o, ω̂i)Li(ω̂i)(n̂ · ω̂i), (8.1)

Li(ω̂i) =

{

I
r2 for point lights

I for parallel light

This lighting model uses only a single point or parallel light source that has the
brightnessI, and isr units away from the illuminated surface.L(ω̂o) describes
the radiance leaving at the surface point in directionω̂o towards the eye; this is
then perceived by the eye.

The standard OpenGL lighting model does not allow to change the function
fr, it always uses the Blinn-Phong model introduced above. In the next section,
we will explain how this can be changed. Furthermore standard OpenGL only
evaluatesL(ω̂o) at every vertex and uses Gouraud shading to interpolate values
within the triangle.

8.2 Rendering with Arbitrary BRDFs

At first we will investigate the case of one homogeneous material, i.e. one BRDF
per object. Standard OpenGL only supports the empirical andphysically implau-
sible Phong model, which makes surfaces always look “plastic”-like.

The main idea is to approximate a given reflectance model (e.g. for velvet
or brushed metal) so that it can be used with OpenGL. A new algorithm called
“separable decomposition” is employed [27].

Each of the two directions that a BRDF uses can be modeled as a 2D param-
eter, hence a reflectance model usually depends on 4 parameters. For an accurate
representation this 4D function could just be sampled, but graphics hardware does
not support 4D texture and a lot of memory would be needed for this representa-
tion.

Instead a separable decomposition is used, which approximates the 4D func-
tion with a product of two 2D functions.

fr(ω̂o, ω̂i) = g(ω̂o) · h(ω̂i),

L(ω̂o) = g(ω̂o)h(ω̂i)Li(ω̂i)(n̂ · ω̂i),

Using texture mapping the equation forL(ω̂o) can easily be evaluated on the
graphics hardware. Each of these 2D functionsg(ω̂o) and h(ω̂i) can be sam-
pled and stored in a texture map. For every vertex of every polygon you have to
computeω̂o andω̂i and use it as texture coordinates. Then the polygon has to be
texture mapped with the textures containingg(ω̂o) andh(ω̂i) and the computed
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texture coordinates. Blending has to be set to modulate, so thatg(ω̂o) andh(ω̂i)
are multiplied together. The termLi(ω̂i)(n̂ · ω̂i) can be multiplied to the result of
g(ω̂o) · h(ω̂i) by enabling OpenGL lighting with only a diffuse component.

Rendering of arbitrary materials using this approximationis very fast because
it boils down to computing texture coordinates and blendingtwo texture maps
together.

The main trick is to reparameterize the original 4D reflectance model in a
smart way, such that the approximation works well. We refer the reader to [27],
[28], or [69] for more detailed descriptions. See Figure 5.1for an example ren-
dered with this technique at real-time rates.

8.3 Rendering with Normal Maps

Figure 8.1:A normal map applied to a sphere

Blinn [5] has shown how wrinkled surfaces can be simulated byonly per-
turbing the normal vector, without changing the underlyingsurface itself. The
perturbed normal is then used for the lighting calculationsinstead of the original
surface normal. This technique is generally called bump mapping.

If we have another look at the lighting model equation (see Equation 8.1), we
can see a dependence on the normaln̂. As mentioned in Section 8.1, the lighting
is usually only evaluated at every vertex and not within a triangle, so the normals
from the vertices are used to evaluate the Equation 8.1.

In order to simulate wrinkles, bump mapping requires a per-pixel normal,
which is used for the evaluation of this equation. Graphics cards now support
complex per-pixel operation which allow to perform this bump mapping tech-
nique at interactive rates [29].
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Bump mapping is fairly simple to implement with these new features. These
features include per-pixel dot-products, multiplication, addition, subtraction, so
lighting models using only these operations can be used to dobump mapping. For
every pixel we simply have to evaluate the lighting model.

Usually the Blinn-Phong model that was introduced in Section 8.1 is used to
do bump mapping, because this model only mainly uses dot-products. Let us have
a look at the lighting model using the Blinn-Phong reflectance model:

L(ω̂o) = kdI(n̂ · ω̂i) + ksI(n̂ · ĥ)N

If this is used in conjunction with bump mapping, the first term of the sum is
usually entitled diffuse bump mapping and the second term isentitled specular
bump mapping. Using the new per-pixel operations, this formula can be easily
computed at every pixel. First, the normals are encoded in a texture map. Then̂ωi

andĥ are computed on a per-vertex basis (will be interpolated across the triangle).
Now, the graphics card has to be configured, such that it computes the equation
above. An example rendering can be seen in Figure 8.1. For more details, please
see [29].

8.4 Spatially Varying BRDFs

As just mentioned, bump mapping usually uses simple lighting model such as the
Blinn-Phong model [6] for the lighting calculations. Whilethis is an appropriate
and fast method to do bump mapping, it is not very flexible. TheBlinn-Phong
model does not have many parameters that can be tweaked to change the appear-
ance of the bumpy surface and the chosen parameters (i.e. at least the exponent)
have to remain constant over a polygon.

We will introduce a new bump mapping technique [26] which uses a modified
version of the Blinn-Phong model, which offers more flexibility concerning the
parameters. And what’s more, those parameters can even change on a per-pixel
level. See Figure 8.2 for an example of what can be done.

The lighting model using the modified Blinn-Phong model can be written as
follows:

L(ω̂o) = kd(n̂ · ω̂i) +

ks



1 −

(

ĥ ·
t̂

αx

)2

−

(

ĥ ·
b̂

αy

)2


 .

This lighting models uses new parameters. The specular partdoes not depend on
the normal̂n anymore, but on the tangentt̂ and the bi-normal̂b. These two vec-
tors are divided byαx resp.αy, which have to be in the range[0, 1]. The smaller
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Figure 8.2:A spatially varying BRDF applied to a sphere.

these values are, the smaller the highlight will be. The model is anisotropic, which
means, that the shape and the orientation of the highlight depends on the orien-
tation of the surface. If differentαx andαy are chosen, the model is anistropic,
otherwise it is isotropic. In the anisotropic case, the tangent and bi-normal define
the main orientation of the highlight.

The implementation of this new lighting model works very much like standard
Blinn-Phong bump mapping, only that thêt/αx has to be stored in one texture
map, and̂b/αy has to be stored in a second texture map. Of course, the graphics
card has to be set up, that it performs the necessary dot-products etc., but this can
be done using OpenGL extensions or DirectX 8.

Other BRDFs can be used as well, if they can be implemented with the sup-
ported per-pixel operations. If not than an upcoming feature called dependent
texture lookup can be used to implement arbitrary functionson the graphics hard-
ware. Dependent texture lookup uses the values from a texture map to lookup into
another texture map, which nothing else than evaluating an arbitrary function. We
refer the reader to [26] for more details.

8.5 Bump Mapping with Shadows

Bump maps usually do not cast shadows onto themselves, whichof course is very
unrealistic. There are two novel techniques [19, 60] that add shadows to bump
maps. See Figure 8.3 for an example of a bump map casting a shadow.

Both techniques precompute information on when a pixel is inshadow and
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Figure 8.3:Simple bump map, where all the bumps are casting shadows according
to the light direction.

store this per-pixel information in texture maps. To decidewhether a pixel is in
shadow, you only have to know whether the light source position (point or parallel
light only) is above or below the horizon visible from that point.

The technique proposed by Sloan and Cohen [60] samples the height of the
horizon at a number of position and stores these heights in texture maps. When
rendering the bump map they transform the light position into a height value, and
use per-pixel operations to perform the comparison betweenthe stored per-pixel
height values and the light source height value.

The other technique [19] fits an ellipse to the horizon, stores the parameters of
the ellipse in texture maps and performs per-pixel operations to check whether a
pixel is inside or outside the ellipse, i.e. whether it is litor in shadow.
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9 Examples
In this section we describe some examples for high quality 3Dobject acquisition.
Geometry and reflection data have been acquired for a bronze bust of Max Planck,
a clay bird, and a painted models of two angles. Some statistics about the meshes
and the number of acquired views are listed in Table 9.1.

The model of the angels was generated by extracting an isosurface of a com-
puter tomography scan. The 3D geometry model of the bust and the bird were
acquired using a Steinbichler Tricolite structured light 3D scanner. More than
20 scans per object were necessary to cover most of the surface. After a man-
ual approximate alignment the scans were pairwise registered against each other.
Finally, an optimization procedure reduced the global error. The resulting point
clouds were triangulated to form triangle meshes.

Because a structured light scanner can only acquire surfacepoints that are
visible from the camera and projector position at the same time the bust mesh
contained several holes – mainly around the ears. They were filled manually.
Afterwards, a filtering step was applied to improve the smoothness of the meshes.
In order to accelerate further processing the triangle count of the initial models
was reduced by simplifying the meshes.

The images for the textures and reflection properties were taken with a Kodak
DCS 560 professional digital camera, which outputs images consisting of 6 mil-

model triangles views lumitexels rad. samples clusters basis BRDFs

angels 47000 27 1606223 7.6 9 6
bird 14000 25 1917043 6.3 5 4
bust 50000 16 3627404 4.2 3 4

Table 9.1:This table lists the number of triangles of each model, the number of
views we used to reconstruct the spatially varying BRDFs, the number of acquired
lumitexels and the average number of radiance samples per lumitexel, the number
of partitioned material clusters, and the number of basis BRDFs per cluster.
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Figure 9.1: A bronze bust rendered with a spatially varying BRDF, which was
acquired with the presented reconstruction method.

lion pixels. To acquire data for the entire surface several views with varying light
source positions were captured per model (see Table 9.1). For each view around
15 photographs were necessary: two for recovering the lightsource position, one
to extract the silhouette of the object for the 2D–3D registration, and the rest to
provide the necessary high dynamic range.

The acquisition takes about 2.5h. The high dynamic range conversion, regis-
tration with the 3D model, and the resampling into lumitexels takes about 5h but
is a completely automated task. The clustering and the final projection to recover
the BRDFs takes about 1.5h1.

Figure 5.3 shows how five successive split operations partition the lumitexels
(the surface points) for the bird into its five basic materials. Only the per-cluster
BRDFs determined by the clustering process are used for shading. Because of this
the object looks rather flat. After performing the projection step every lumitexel
is represented as a linear combination in a basis of four BRDFs, now resulting in
a much more detailed and realistic appearance, see Figure 5.4.

The bust in Figure 9.1 shows another reconstructed object with very different
reflection properties. The bronze look is very well captured.

A comparison between an object rendered with an acquired BRDF (using the
presented method) and a photograph of the object is shown in Figure 9.2. They
are very similar, but differences can be seen in highlights and in places where not
enough radiance samples were captured. Capturing more samples will increase

1All timings were measured on a single processor SGI Octane 300 MHz.
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Figure 9.2: Left side: Photograph of model. Right side: Model with acquired
BRDF rendered from the same view with similar lighting direction. The difference
in the hair region is due to missing detail in the triangle mesh.

the quality. The difference in the hair region is due to missing detail in the triangle
mesh. Those would be resolved by recovering the normal map for the object as
described in Section 5.4.

Generally it can be said that for all the models only a few clusters were needed
to accurately represent all the materials since the projection takes care of material
changes. In our experiments even Lafortune BRDFs [33] consisting of a single
lobe were sufficient to form good basis for the clustering andprojection.

Further examples and movies of the acquired objects can be found at
http://www.mpi-sb.mpg.de/∼lensch/proj/BRDFMeasurement/BRDFMeasurement.html.
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10 Conclusion
We presented a framework for acquiring high quality 3D models of real world
objects. The resulting models include both geometry and physical properties such
as appearance properties including textures, normal maps or spatially varying
BRDFs and interactive deformation behavior. Each of these is captured with a
different setup. Afterwards all data of desired modalitiesare merged into a sin-
gle model. In the discussed example this is a fairly completerepresentation of
the geometry and surface properties of a large class of real world objects. In or-
der to achieve the highest possible quality, state-of-the-art computer vision and
computer graphics techniques need to be combined in the acquisition and model
generation stage of the framework.

Given such a detailed model, many computer vision algorithms such as the re-
construction of surface normals [58] or the detection of different materials can be
improved or extended to other types of objects. Common assumptions about the
characteristics of the object (e.g., pure diffuse reflection) are no longer necessary.

The demand for high quality 3D models will further increase in applications
such as computer games, interactive applications in medicine and automation, dig-
ital libraries and encyclopedias, or e-commerce applications. In order to satisfy
these demands the presented methods need to be further improved with respect
to acquisition speed, automation and quality. Currently, the class of materials for
which appearance properties can be acquired and displayed are limited to isotropic
materials. Future algorithms should also take effects likeanisotropy and subsur-
face scattering into account. The deformation behavior captured is the static linear
object response, however, often a full dynamic model supporting large deforma-
tion is desirable, e.g., in medicine. There is a lot of opportunity for future work.
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