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Abstract—Facial expression analogy provides computer anima-
tion professionals with a tool to map expressions of an arbitrary
source face onto an arbitrary target face. In the recent past,
several algorithms have been presented in the literature that aim
at putting the expression analogy paradigm into practice. Some
of these methods exclusively handle expression mapping between
3-D face models, while others enable the transfer of expressions
between images of faces only. None of them, however, represents a
more general framework that can be applied to either of these two
face representations. In this paper, we describe a novel generic
method for analogy-based facial animation that employs the same
efficient framework to transfer facial expressions between arbi-
trary 3-D face models, as well as between images of performer’s
faces. We propose a novel geometry encoding for triangle meshes,
vertex-tent-coordinates, that enables us to formulate expression
transfer in the 2-D and the 3-D case as a solution to a simple system
of linear equations. Our experiments show that our method out-
performs many previous analogy-based animation approaches
in terms of achieved animation quality, computation time and
generality.

Index Terms—Expression analogy, facial animation, facial image
synthesis.

I. INTRODUCTION

THE creation of realistic animated faces is still one of the
most challenging tasks for visual effect professionals.

Many elements in a human face contribute to the realistic
appearance of a facial expression. The shape of the mouth,
the look of the eyebrows, as well as the gaze are just the most
important clues that an observer perceives.These visual clues
have also been used for recognizing facial expression [1]. How-
ever, also more subtle details, such as wrinkles and the tone of
the skin under different illumination conditions, are important
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components of the overall picture of a face. It is thus no wonder
that, if in a computer-animated face only one of these elements
is not convincingly simulated, the illusion of looking at a real
human will immediately be compromised.

In the past, it has been tried to meet these high requirements
in visual quality by exactly modeling and animating the human
3-D face geometry [2]–[5]. However, it is a nontrivial and time-
consuming task to tune the parameters of the underlying defor-
mation framework, e.g., a simulated muscle system. Further-
more, it is hardly possible to transfer animations between dif-
ferent individuals.

Image-based approaches [6]–[8] aim at generating realistic
talking heads by analyzing images or video data showing real
performers. Many of them suffer from quality deterioration in
the presence of image noise or require a database of example
facial expressions that is not easy to build.

Only recently, novel scanning devices have been presented
that enable real-time capturing of the dynamic 3-D geometry
of a performing actor’s face [9], [10]. However, although such
high-quality dynamic shape data become more easily acces-
sible, it is still complex and expensive to capture facial expres-
sion sequences for many different subjects with such a device.
The animators are still in need of efficient methods to transfer
captured expression sequences onto models of other individuals.
While 3-D acquisition is still complicated, photographs of fa-
cial expressions can be captured very easily. There exists al-
ready a number of image databases showing different people
performing a variety of facial expressions, such as the FERET
database [11]. For animation professionals, it would be a great
leap forward if they were able to transfer photographed facial
expressions onto portraits of arbitrary people. In both the 3-D
and the 2-D expression mapping case, it is important that all the
appearance details of the facial expression are transferred from
one model to the other. Facial expression analogy provides an-
imators with a tool that serves this purpose. Only a few algo-
rithms for analogy-based animation have been presented in the
past [4], [6], [12]–[16]. Unfortunately, they can either be exclu-
sively applied to 3-D face models or only allow for expression
transfer between photographs.

In contrast, we present a generic method for analogy-based
facial animation that on one hand can transfer expressions from
a source 3-D face model to a target 3-D face model, and on the
other hand can map expressions from a source image of a face to
an arbitrary target image. Our method enables the target face to
mimic even subtle expression details in the source face, such as
wrinkles. In the 2-D case it even enables convincing expression
mapping if the lighting situations in the source and the target

1520-9210/$25.00 © 2007 IEEE



SONG et al.: EFFICIENT 2-D AND 3-D FACIAL EXPRESSION ANALOGY 1385

image differ. To achieve this purpose, we represent both 3-D
face geometry as well as 2-D images of faces as 3-D triangle
meshes. In both the 2-D and the 3-D case motion and expression
details are mapped from input to output models by making use
of a novel local geometry encoding, vertex tent coordinate. This
representation enables us to map facial expressions from input
to output models via solving a simple system of linear equations.
This paper introduces the following key-contributions:

• a generic method for high-quality analogy-based expres-
sion transfer between 3-D face meshes, as well as 2-D face
images;

• VTC (Vertex Tent Coordinate) – a new local geometry en-
coding method for 3-D surface representations;

• an approach that handles not only triangle meshes but also
quadrangle meshes;

• a method that realistically transfers all details of facial
expressions despite differences in lighting and facial
proportions;

• A formulation of facial expression analogy as the solution
of simple linear equation systems to get high efficiency.

The remainder of this paper is organized as follows. We review
important related work in Section II, and give an overview of
our method in Section III. Section IV details the theoretical
fundamentals of our local geometry encoding based deforma-
tion transfer algorithm that is the heart of our facial expression
analogy method. Section V presents the nuts and bolts of 3-D fa-
cial expression analogy, while Section VI deals with expression
mapping between images of faces. We describe experimental
results and a comparison to related methods from the literature
in Section VII, and conclude with an outlook to future work in
Section VIII.

II. RELATED WORK

In the past decades, an enormous amount of scientific work
has been presented in the field of facial animation. Since it
would be virtually impossible to name all of these methods, we
refer the interested reader to the book by Parke and Waters [17],
and constrict our review to analogy-based approaches. Expres-
sion analogy [12], [18], [19] (also called expression mapping,
expression retargetting) is a generic term for a body of methods
that allow for the transfer of a facial expression from a source
face to a target face. A target face (2-D image or 3-D model
with/without texture) with the same expression as the source
is necessary to perform expression analogy. For ease of acqui-
sition, a neutral target face is usually employed in the related
work. In our work, we also employ a neutral target face as input.

Many of the previously presented expression retargetting
approaches are applicable to 3-D face models only. Pighin
et al. [13] parameterized each person’s expression space as
a combination of some elementary but universal expressions.
The expression is decomposed into a set of coefficients. The
coefficients are applied to another model to obtain a similar
expression. As an extension of Facial Action Coding System
(FACS) [20], the concept of facial expression parameters
(FAPs) for facial expression synthesis has also found its way
into the MPEG-4 standard [21], [22]. By using 68 FAPs,
generic face motion are defined to synthesize the facial expres-
sion, which can be applied conveniently to facial expression

analogy. Pyun et al. [4] improved the parameterization method
by introducing radial-basis-function(RBF)-based interpolation.
Park [23] extended this further to feature-based expression
cloning. Unfortunately, these approaches usually use low
resolution face model which is lower computation complex.
Neither of these methods can mimic subtle expression details
(wrinkles, furrows, etc.) on the target due to their sparse vertex
distribution. Though textures are added to the 3-D face model
to enhance the realism, it’s difficult to assess the quality of the
geometric 3-D deformation as they are masked by the texture.
In fact, Park et al. employed fairly coarse face meshes such
that they were not able to show the same geometric detail
in transferred expressions as we do. Noh and Neumann [14]
developed a different 3-D facial analogy method. They apply
a semi-automatic technique to find correspondence between
the source and target face, which is also applied as part of
our feature point localization method. They also developed a
new motion mapping technique that adjusts the directions and
magnitudes of the motion vectors by taking into account the
difference in local geometry between the source and the target.

Recently, deformation transfer between triangle meshes has
become an important research topic in geometric modeling and
high resolution 3-D face modeling. Sumner et al. [15] modeled
the wrinkles by a series of triangle-based transformations and
map transformations from input to output meshes by applying
per-triangle local deformations and zippering the so-created dis-
connected mesh. In contrast, we propose to formulate deforma-
tion transfer on a per-vertex basis, which enable us to not only
deal with triangle meshes but also with quadrangle ones. It has
also been popular to use Laplacian or differential coordinates
for wrinkle modeling [16], [24], [25]. The Laplacian coordinate
of a vertex is a vector whose direction approximates the normal
direction and whose length is proportional to the mean curva-
ture. This implicit encoding of local normals has a couple of
disadvantages. For instance, if the one-ring neighborhood tri-
angles of source vertex are coplanar, the direction of its Lapla-
cian coordinate can not correctly approximate the vertex normal
and some deformation details will be lost. Inspired by [15], in
our representation, we explicitly model the local surface nor-
mals in order to preserve subtle shape details during expression
mapping. Very recently, Botsch et al. [26] presented a thorough
analysis of the relationship between gradient-based deforma-
tion and the deformation transfer method. It shows their equiva-
lence for surface meshes. Deriving a similar correspondence for
our method may be feasible. In the context of facial expression
editing, these methods require manual feature point localization.

A second category of mapping algorithms aims at transfer-
ring facial expressions between images of people. Liu et al. [6]
proposed a new 2-D data representation, called the expression
ratio image (ERI), that can be used to map one person’s expres-
sion details to a different person’s face. The appearance of wrin-
kles is modeled in an image-based way by the variation of the
ERI between pixels. Although their results are convincing, the
authors concede that large differences in illumination between
the source and the target image cannot faithfully be handled,
and an adaptive Gaussian filter needs to be applied automati-
cally to reduce artifacts caused by misregistrations. This process
is very time consuming. The misregistrations is usually due to
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the imprecise location of the feature points in the face whether
manually or automatically. Different from this, our method can
avoid the artifacts without the filtering. Blanz et al. [27] devel-
oped an algorithm to exchange faces in images that can also
cope with large differences in viewpoint and illumination be-
tween input and output. Unfortunately, subtle expression details
(such as wrinkles and furrows) that vary between different facial
expressions cannot be fully represented. Song et al. [28] tried
to tackle this problem by a vector field decomposition method.
It is a triangle-based solution which can be regarded as an ex-
tension of Sumner’s method [15] being applied to 2-D images.
However, the triangulation operation led to longer runtimes and
higher memory consumption. Different from [28], our method
treats the image as an quadrangle mesh directly without trian-
gulation. Manual labeling of feature points is needed in these
methods for high-quality results.

Most closely related to our method is the approach by Zhang
et al. [7]. They propose a technique to synthesize detailed facial
expressions of a target face model (2-D or 3-D) by analyzing the
motion of feature points on a performer’s face. Their algorithm
requires example expressions of the target face model, which
is not always available. And, the feature points in the face are
labeled manually.

In contrast to the aforementioned methods, we present a
generic solution to both 3-D and 2-D facial expression analogy.
It allows for high-quality expression transfer between 3-D face
models, and also enables robust expression mapping from the
source expression image to a neutral target one even in the
presence of lighting differences.

Our facial expression analogy approach has a number of im-
portant advantages over related algorithms. Firstly, our method
outperforms related approaches in terms of quality and speed in
both the 2-D and the 3-D case. Secondly, the fact that the facial
expression analogy problem in both the 2-D and the 3-D domain
can be formulated in terms of the same efficient framework is
an important theoretical insight by itself.Thirdly, our technique
based on vertex-tent coordinates renders our approach very flex-
ible since we can process both triangle and quadrangle meshes
in the same way. As an additional benefit, our method fits well
into the standard production pipeline for movies and games. In
this application scenario, it is nowadays state-of-the-art to cap-
ture facial expression sequences with a structured light scanner
[9]. Our approach enables significant cost reductions as facial
expression sequences only need to be captured once from a
single actor and can thereafter be mapped onto arbitrary other
actors from whom only a static scan is available. Finally, a uni-
fied and fast framework like ours reduces implementation com-
plexity, as the same routines can be employed for both the 2-D
and the 3-D case.

III. PROBLEM STATEMENT AND OVERVIEW

In a nutshell, our method enables us to transfer a facial ex-
pression of an arbitrary input face to an arbitrary output face. It
is equally applicable to both 3-D face models and 2-D face im-
ages. The input to our method comprises of a source face with
a neutral expression, henceforth termed source neutral face ,
the same source face in a desired expression, henceforth termed
source expressive face , and a target face in a neutral expres-

Fig. 1. Feature points on (left) 3-D face model and (right) 2-D face image.

sion, henceforth termed target neutral face . Our algorithm
maps the expression of onto the target face, thereby creating
the output . In the 3-D case, either of the faces comes as a
3-D triangle mesh. In the 2-D case, each face is represented as a
picture. To make 3-D and 2-D faces accessible to the same ex-
pression analogy method, we transform each face picture into
a 3-D mesh. By means of a local geometry encoding termed
vertex-tent-coordinate (VTC), expressions can be transferred
between source and target faces by solving a simple system of
linear equations.

Before an expression is mapped, the source neutral face,
the source expression face, and the target neutral face need
to be aligned so that they have the same orientation, location
and scale. Consequently, per-vertex correspondences between
source and target models are established. In our method, a
strategy to locate feature points is proposed that requires only
a minimum of manual interaction. Our strategy consists of
two substeps. In the 3-D case, the first substep is an automatic
labeling process which locates feature points by means of
heuristic rules originally proposed in [14]. In the 2-D case, the
first substep adopts an Active Appearance Model (AAM) [29]
based tracking method to locate the feature points automat-
ically. Though all human faces exhibit the same anatomical
features, their occurrences may greatly differ across different
individuals. Therefore, to robustly account for these anatomical
differences during correspondence finding, we ask the user to
manually adjust the feature points after automatic initialization
in the second substep. These feature points specify a set of
corresponding locations between the source and the target face.
The feature point set should include the following elements (as
shown in Fig. 1 for the 3-D and the 2-D case).

1) Feature points on the contour of the eye brows.
2) Feature points on the contour of the eyes.
3) Feature points on the nose, including tip and wings.
4) Feature points on the mouth.
5) Feature points on the jaw.
6) Feature points on the cheek.
7) Feature points on forehead.

Once the correspondences between the input and the output
face have been established, our VTC-based deformation transfer
method is applied to map the source expression onto the target.
Note that apart from the manual adjustment substep mentioned
above, the whole facial expression analogy pipeline is fully-au-
tomatic. The above sequence of processing steps forms the algo-
rithmic backbone of both our 3-D and 2-D expression analogy
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Fig. 2. Vertex-tent-coordinates (VTCs) encode the geometry of a vertex and
its one-ring neighborhood. Black arrows and red arrow represent the � and �

components of the VTCs respectively.

workflow. However, their individual implementations slightly
differ which we detail in Sections V and VI.

IV. DEFORMATION TRANSFER

We use 3-D triangle or quadrangle meshes to represent source
and target faces in both the 3-D and the 2-D case (see also
Section VI-A for the specifics of the 2-D case). A novel local
vertex-centered geometry encoding of a 3-D mesh enables us
to better preserve subtle shape details while mapping expres-
sions from source to target. The target expression is obtained
with solving a simple system of linear equations.

For the purpose of expression analogy, we represent a
vertex and its one-ring neighborhood by means of a set of
vectors, which we call the vertex-tent-coordinates. Given a
vertex and its one-ring neighboring vertices ,
shown in Fig. 2, the first component of our vertex-tent-co-
ordinate (VTC) is matrix formed by a set of vectors

. The second compo-
nent of the VTCs is defined as
where we have introduced an additional vertex in the
vertex normal direction (Fig. 2). The complete local geometry
is thus encoded by .

The main advantage of our vertex-tent representation is that it
represents geometry not on a per-triangle-basis (such as Sumner
et al. [15]) but rather encodes geometry in terms of a vertex,
its one ring neighborhood and an explicit vertex normal. Our
method also resembles the local pyramid coordinates presented
by [30] which are invariant under rigid transformations. How-
ever, the reconstruction process from pyramid coordinates to
vertex coordinates requires to solve a nonlinear system itera-
tively which is rather time-consuming. In contrast, our VTC rep-
resentation enables us to solve the expression transfer problem
by quickly solving a linear system.

Consequently, local deformation in the neighborhood of a
vertex can be described by the variations of the vertex-tent-co-
ordinates. If we assume that and are the
VTCs of a vertex before and after deformation respectively, and

is the applied transformation matrix, the following equation
holds:

(1)

which can be reformulated as follows:

(2)

We call this formulation of the deformation problem VTC-based
deformation transfer.

The VTCs enable us to express the deformation transfer be-
tween complete 3-D meshes as the mapping of transformations
between local vector sets. Therefore, for each vertex, we have a

for it to be applied to the corresponding vertex on the target.
Due to the physical difference between the source face and the
target one, it is inevitable to generate a lot of artifacts in the result
if we apply directly. In order to make sure that the transfor-
mations of vertices in each local one-ring neighborhood comply
with each other, we enforce the following consistency constraint
during expression transfer:

(3)

Here, is the set of indices of all vertices in the one-ring
around vertex and are the transforms of the

vertices of the target mesh. VTC-based deformation transfer
is now performed by minimizing the difference between the
source transformations and the corresponding
target transformations under the above con-
straints in terms of the target transformations:

(4)

where is the Frobenius norm. If one substitutes (2) into
(4), one obtains a formulation of the problem in terms of the co-
ordinates of the target mesh in the target expression. Solving
for these coordinates in a least-squares-sense corresponds to
solving a simple system of linear equations, which we hence-
forth refer to as VTC deformation equation. The solution of this
linear system can quickly be computed by means of LU decom-
position [31].

Specifically, for a vertex on the target, the linear system
for it is described as

(5)

where

(6)

(7)



1388 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 9, NO. 7, NOVEMBER 2007

Fig. 3. Workflow chart of 3-D expression analogy.

V. 3-D FACIAL EXPRESSION ANALOGY

We now describe how to apply our generic facial expres-
sion analogy method, in order to map an expression from a 3-D
source face mesh to a 3-D target face mesh. The workflow of 3-D
facial expression analogy is illustrated in Fig. 3. The source neu-
tral, the source expressive and the target neutral faces are given
as 3-D triangle meshes. The user specifies corresponding feature
points on the source neutral and target neutral meshes. There-
after, both models are automatically aligned by the method de-
scribed in [32] whose main idea can be summarized as fol-
lows. Firstly, we compute the centroid coordinates of the source
and the target with the aid of the feature points. Then, we de-
rive the relative coordinates of the feature points with respect
to the centroids. Thirdly, the rotation and scale value between
the source and the target is computed in least-squares sense by
means of singular value decomposition. The translation between
the source and the target can be obtained from the distance of
their centroids. By applying the computed rotation, scale and
translation value, the target face is aligned to the source one.

Before we can apply our VTC-based deformation transfer ap-
proach to map the source expression onto the target, we have to
establish dense per-vertex and per-triangle correspondences be-
tween the input and the output mesh. To this end, relying on the
powerful Graphics Processing Unit (GPU), we have developed a
very efficient GPU-assisted method. Since the source and target
geometries differ in both triangle count and topology, we first es-
tablish per-vertex correspondences and correct topological dif-
ferences in a postprocessing step automatically. Our correspon-
dence finding method comprises the following main steps:

1) The aligned source neutral and target neutral models are
projected onto cylinders.

2) We make use of the GPU to transform the cylindrical target
mesh into an image, the so-called mesh image.

3) Using the parameterized source neutral model as reference
geometry, we resample the geometry of the target mesh based
on its corresponding mesh image.

4) Redundant vertices are deleted and the topologies of all
input meshes are updated accordingly.

Fig. 4. Original 3-D mesh (left) and its cylindrical projection (right).

Once the geometry correspondences have been established,
we can employ the VTC-based deformation transfer method to
map the source expression onto the target face. Results of our
method are shown in Figs. 8 and 10.

A. Correspondence Finding

1) Cylindrical Projection: After face model alignment, the
source neutral and the target neutral meshes are projected onto
a cylinder. For a vertex , its cylindrical coordi-
nate after projection is , where , and

. An original mesh and its corresponding cylin-
drical projection are shown in Fig. 4.

2) Mesh Image: We want to resample the geometry of the
target mesh such that its topology corresponds to the topology
of the source mesh. In the process of resampling, vertex coor-
dinates of the target mesh have to be interpolated. Computing
interpolated vertex coordinates on the CPU is fairly inefficient.
Fortunately, current GPU support 32 bit/16 bit floating point
format texture. Therefore we can exploit the GPU to perform
geometry interpolation very efficiently. Motivated by [33], we
transform the target cylindrical mesh into a high-resolution tex-
ture image. In this mesh image, the , and color channels
store the corresponding , , coordinates of each vertex. The
mesh image can be straightforwardly generated on the GPU by
rendering the cylindrical target mesh with the vertex coordi-
nates used as vertex colors. The hardware interpolation of the
GPU leads to a dense representation of the surface geometry in
the texture domain. A target mesh and its corresponding mesh
image are shown in Fig. 5.
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Fig. 5. Target mesh (left) and its corresponding mesh image (right).

Fig. 6. Parameterization of source mesh by triangulating the marked feature
points and the bounding box vertices A, B, C , and D in the cylindrical
representation.

3) Parameterization: In a preprocessing step, the user has la-
beled corresponding feature points on the source and the target
mesh. We make use of these feature points to define a parameter-
ization of the source mesh. To this end, in the cylindrical mesh
we triangulate the feature points as well as the four boundary
vertices of the bounding box , , and , as it is illustrated
in Fig. 6. The mesh obtained by this triangulation is henceforth
referred to as parameterization mesh.

Based on this parameterization of the source mesh, we
resample the target mesh in the following way: for each
vertex of the source mesh we determine in which triangle

of the parameterization mesh it lies, and
compute its barycentric coordinates with respect
to . The corresponding vertex coordinate on the target mesh
is computed by sampling from the target mesh image . The
location of a vertex in that corresponds to evaluates
to

(8)

where ( 1, 2, 3) are the locations of the
vertices of the parameterization triangle in the mesh image,
which are equal to the locations of the corresponding marked
feature points in the mesh image. Finally, the corresponding
vertex’ 3-D coordinate is re-
trieved by sampling the , , value at pixel . In case

, the vertex is considered to
have no corresponding vertex on the target.

, , , are determined by the bounding box of the
cylindrical coordinates of the 3-D mesh. Since the target face
is aligned to the source one, the barycentric coordinates would

Fig. 7. By means of topology correction between (left) source mesh and (right)
target mesh, the topologies of the triangles in the source mesh are reorganized
and (middle) redundant vertices are deleted.

keep constant even though the target head motion happened.
Consequently, the expression analogy result wouldn’t be
influenced.

4) Topology Correction: Also, in order to perform the de-
formation transfer, it is necessary to build the topology corre-
spondence between the source and the target meshes, which lead
to the VTC correspondence naturally for each vertex. Actually
some of the vertices in the source mesh have not been assigned
to a partner vertex in the target mesh. In terms of mesh corre-
spondence, these nonmatched source vertices are redundant. In
order to make sure that the topologies of the source mesh and
the resampled target mesh are identical, the redundant vertices
and the adjacent triangles are removed from the source geom-
etry. An example of topology correction is shown in Fig. 7. This
process ensures that the VTCs for each vertex of the source and
the target have been assigned a correspondence.

VI. 2-D FACIAL EXPRESSION ANALOGY

Our generic expression transfer method can also be employed
to map a facial expression from a source image of one person to
a target image of another person. The luminance (Y in YUV color
space) variations of the pixels reflect the changes of subtle ex-
pression details in the face [6]. In our approach, the face image
is regarded as the 3-D surface of a height field whose height
values are based on the luminance values. The transfer of these
subtle expression details is modeled by the luminance transfor-
mation between the source neutral and source expression face
image. This transformation can be computed and applied on the
target face to obtain the same subtle expression details by our
VTC-based method.

The inputs to our 2-D facial analogy framework are therefore a
photograph of a source neutral face, , a photograph of a source
expressive face, , and a photograph of a target neutral face,

. The output of the method is an image of the target face , in
which the target subject mimics the expression depicted in . To
this end, we need to transfer the change in the source face’s shape
between and onto the target face image. However, for 2-D
expression analogy shape transfer alone is not sufficient. We also
have to make sure that the differences in the source face’s textural
surface appearance between and are correctly mapped onto
the target face image. These variations in surface appearance
across different facial expressions are mainly caused by local
lighting changes due to skin deformation, e.g., in the vicinity
of wrinkles. To produce the correct face shape and the correct
surface colors in we combine our VTC-based deformation
scheme with a geometric image warping approach. While the
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Fig. 8. Example results of 3-D facial expression analogy: the expressions in
the source face model (the first and third row) are realistically transferred to
the different target face model (the second and fourth row) through VTC-based
expression analogy. The density of the meshes: Rows 1 & 3: 23725 vertices,
46853 triangles; Rows 2 & 4: 19142 vertices, 37551 triangles.

warping method generates the correct shape of the target face
in the novel expression, our VTC-based deformation scheme is
used to correctly reproduce the changed surface appearance. In
contrast to previous methods, like expression ratio images [6],
our method can faithfully transfer facial expressions even if the
lighting conditions between the source and the target image are
significantly different.

Before we can apply our VTC-based deformation transfer
approach to map the correct surface appearance to the target
image, we need to transform all input images into 3-D meshes.
Moreover, in the 2-D case we are confronted with the problem
that the source and the target face are usually shown in different
poses, and that their respective sizes in the images may differ.

Considering all the aforementioned issues, we suggest the
following sequence of steps to perform 2-D facial expression
analogy:

1) Label the face feature points in , and .

2) Align the images , and based on the selected feature
points by rotation, scale and translation.

3) Compute the motion vector of the feature points between
and . Perform geometric image-warping on the image by
using the motion vectors of the feature points between and

as warping constraints.

4) Transform , and into corresponding image grids,
i.e., 3-D triangle meshes, quadrangle meshes, etc. Build the
correspondence between the source and target face 3-D image
grids.

5) VTC-based expression mapping is carried out to compute
the pixels’ luminance values in the warped target image. The
final image is obtained by converting the luminance values
back to RGB color space.

We would like to point out that step 1 consists of two substeps.
The first substep automatically locates feature points by means
of an active appearance model based tracking scheme (AAM).
In the second substep, the user optionally adjusts the feature
points’ locations by a very few manual interactions. Apart from
this, step 2, 3, 4, 5 are carried out automatically.

A. 2-D Images as Quadrangle Meshes

In order to make the face image data accessible to our VTC-
based deformation scheme, we need to transform them into a
3-D surface. The image can either be transformed into a tri-
angle mesh or a quadrangle mesh. We found the latter method
to be more convenient, as no explicit triangulation needs to be
carries out. As opposed to 3-D expression mapping, we don’t
intend to use the VTC-based deformation transfer to model the
overall change of the target face’s geometry. Instead, we employ
it to accurately transfer the changes in the source face’s textural
appearance between and onto the target face. Hence, our
face representation needs to enable us to appropriately formu-
late per-pixel appearance variations. We thus propose the fol-
lowing method to transform each input image into a 3-D image
grid: First, the image is transformed into YUV color space. Now,
as opposed to the triangulation manipulation in [28], the image
pixels are treated as vertices on a quadrangle mesh, as it is illus-
trated in Fig. 9(a). Based on this mesh, we assign to each pixel

at image coordinates and a corresponding 3-D vertex
at 3-D position whose coordinate equals the corre-
sponding pixel’s luminance value . Fig. 9(b) and (c). show
the image grid.

B. Geometric Image Warping

We employ a geometric image warping technique to transfer
the global change of the face’s shape between the source neutral
and the source expressive image onto the target image. To this
end, we triangulate the locations of the marked feature points in
the target neutral image . The target neutral image is warped
[34] by applying the motion of the feature points between
and to the corresponding feature points in . We exploit the
texture mapping capability of the GPU to render the complete
warped target image very quickly.

C. Correspondence Finding

The geometric warping applies the coarse changes in the
source face’s shape between and onto the target neutral
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Fig. 9. (a) Triangulation of image pixels. (b) An enlarged region of an input
image and (c) the corresponding image grid.

face. However, the warped target face does not yet look con-
vincing since, so far, the changes in surface texture have not
been considered. We make use of our VTC-based deformation
transfer approach to compute the correct pixel values of the
face in . To this end, we need to establish per-pixel corre-
spondences between the source neutral and the (aligned) target
neutral face image. This is the same as establishing per-vertex
correspondences between the respective image grids. We thus
resample the source image grid such that its topology becomes
the same as the one of the target image grid. In other words, for
each pixel in target image, i.e., each vertex in the target image
grid, we find the corresponding pixel in the source image, i.e.,
the corresponding vertex in the source image grid.

D. Appearance Transfer

With these dense correspondences between source and target
at hand, we can compute the pixel values in . This is straight-
forwardly achieved by formulating (4) in terms of the luminance
components of all the involved image grids, and solving for the
luminance values of deformed target image. The final color of
the target expressive image is obtained by transforming the YUV
colors back into RGB space.

In comparison to the algorithm proposed in [6] our method
has a couple of intriguing advantages. First, we do not need to
apply an adaptive Gaussian filter to correct artifacts caused by
image registration errors. The pixel values in are computed
globally and thus local misregistrations have a much smaller
influence on the overall visual quality. Moreover, because the
warping on the target image is carried out in advance, it is un-
necessary to re-compute the and components of the vertices

of the target image repeatedly. The linear system only
needs to be solved in the luminance component of the image
grid.

In our implementation, the positions of the feature points
close to the face contour are adjusted a bit to lie on the inside of

Fig. 10. Comparison of two 3-D facial analogy approaches: Source meshes
(top row), results obtained with (seconnd row) basic expression cloning, results
obtained (third row) with deformation transfer, and results obtained with our
VTC-based 3-D expression analogy algorithm. Row 1: 23725 vertices, 46853
triangles; Rows 2–4: 16981 vertices, 33226 triangles.

the edge. This way, we can avoid that the contour of the source
face is mapped onto the target face by mistake.

VII. RESULTS AND DISCUSSION

Our VTC-based expression analogy method produces com-
pelling results on both 2-D and 3-D data. To validate our ap-
proach we compared it to well-known related techniques from
the literature, namely Expression Cloning [14] and deformation
transfer [15] in the 3-D case, and expression ratio images (ERI)
[6] in the 2-D case.

Our test input data for 3-D facial expression analogy com-
prise of a sequence of 300 frames that shows the dynamic
face geometry of a performing human actor. The data were
kindly provided to us by the authors of [9] who captured the
footage with their real-time face scanner. We implemented
expression cloning, deformation transfer and our VTC-based
method to transfer this expression sequence onto three face
scans of other test persons. It is our intent to clearly show the
geometric detail in the 3-D target animations. In particular
in order to make the subtle deformation in the results better
visible, we show our 3-D results without textures. In principle,
however, the application of a texture would be straightforward.
A comparison of the obtained results is shown in Fig. 10. As
previously mentioned, basic facial expression cloning leads to
unwanted geometry artifacts on the target face, e.g., close to the
cheeks. In contrary, mesh-based deformation transfer [15] and
our VTC-based method lead to visually more pleasing results.
To evaluate the quality of the results obtained by the latter
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Fig. 11. Error characteristic and distribution: Deformation transfer based
method (left) and VTC-based method (right). Different color represent different
error quantity level: low (Green), middle (Blue) and high (Red).

two methods, we mapped the expression to the source neutral
face itself and calculate the per-vertex error (detailed error
calculations are included in appendix ). Due to different 3-D
surface encoding strategy and deformation transfer algorithm,
even mapping the expression to itself, there are still different
error values between different approaches. In Fig. 11, we utilize
different colors to represent different error quantity levels.
The depicted errors are in the range of (green) , (blue)
[0.1%, 0.5%), and (red) [0.5%, 2.0%). One can see that our
VTC-based method leads to a high reconstruction accuracy in
those parts of the face that carry most of the expressive detail,
such as the vicinity of the eyes and the mouth. Furthermore, in
Fig. 8 we show that VTC-based expression analogy convinc-
ingly maps source expressions to target subjects with widely
different physiognomies. We would like to point out that during
the expression analogy, the feature points enforce the structural
coherence between the neutral face and the expression face.
If the feature points corresponding to the cheek-bones are not
located precisely, the cheek-bones are not preserved very well.
Therefore, care has to be taken in general that the feature points
are located appropriately. In the accompanying video1, we show
two complete animation sequences created with our approach
that demonstrate the very natural look of the animated faces.

In Fig. 12, several results are shown that we obtained with
our 2-D facial expression analogy algorithm. They illustrate that
we can convincingly transfer facial expressions between pho-
tographs of people with different gender and different phys-
iognomies. Note that our image-based expression transfer algo-
rithm nicely reproduces even subtle appearance details on the
target expressive images, such as wrinkles on the forehead, that
do not occur in the target neutral images. Moreover, we can
make an image blink at you (second row in Fig. 12). We also
show examples for 2-D expression cloning, in which an expres-
sion is mapped in which the person opens the mouth (Fig. 13).
Although the shape of the mouth and the wrinkles in the face
are faithfully reproduced in the result images, the teeth are not.
However, we do not consider this to be a principal limitation of

1Accompanying video is compressed by 3ivx D4 4.5.1 codec and it can be
played normally with Quicktime player 6.x (free). In case it can NOT be played,
please download the codec software from http://www.3ivx.com/download/

Fig. 12. VTC-based 2-D expression analogy: The left image pair in each row of
faces shows (left) a source neutral image and (right) a source expressive image.
The right image pair in each row shows (left) a target neutral image of another
person that (right) we made convincingly mimic the expression of the source
subject in the same row.

Fig. 13. Results of VTC-based 2-D expression analogy when the person in the
target expression image opens the mouth. Our method cannot correctly repro-
duce the appearance of the teeth but it would be straightforward to implant a
2-D teeth template to handle this situation.

our method as any image-based method suffers from it and it
would be straightforward to apply a 2-D teeth template to handle
such a situation. We left this as a topic of future work, as this is
not a core issue of our approach.

For validation, we compared our method to expression ratio
images (ERI) in Fig. 14. In the ERI results, appearance details
in the target expressive faces are sometimes blurred which is
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Fig. 14. Comparison of two 2-D facial analogy methods: In each row the (left
column) source expression is mapped onto an image of another person (middle
column) by means of expression ratio images (ERI), as well as (right column) by
means of our VTC-based approach. While our method reproduces face details
sharper than that of ERI results, which are blurred in some regions, e.g., around
the cheek in the third row.

Fig. 15. Robustness check: When mapping the source expression back onto the
source neutral image, the original source expressive image should be reproduced
as good as possible. However, the results obtained with ERI exhibit clearly vis-
ible artifacts, e.g., (a) close to the eyebrow. Our method, in contrast, reproduces
this image region very accurately which demonstrates (b) its higher robustness.

due to registration errors between the input images. Since our
VTC-based method solves for the target pixel values globally,
this problem is hardly noticeable in our results. In Fig. 15, we
mapped the source expression back to the source neutral image
using both ERI and our algorithm in order to assess their re-
spective robustness. In the ideal case, the resulting image ex-
actly matches the source expressive image. While the result pro-
duced by our algorithm closely matches the source expressive
image, Fig. 15(a), the ERI result exhibits clearly noticeable arti-
facts, e.g., close to the eyebrow. We’d also like to point out that

our method faithfully transfers expressions even if the lighting
conditions in the source and target images are different. In the
accompanying video we show a few more image-based results,
and also demonstrate that we can make an image mimic a com-
plete input video sequence of an actor.

We have measured the average CPU times of our 3-D and 2-D
approaches on a Pentium IV 3.0 GHz with 512 MB of memory.
Please note that for computational efficiency we always perform
a LU decomposition in a preprocessing step and only measure
the time needed to evaluate the right-hand side of our equation
systems and perform back-substitution. With our 3-D models
comprising of roughly 19 000 vertices and 37 500 triangles it
takes around 1.1 s to transfer one expression. Moreover, our
correspondence finding method only takes 1.5 s which is sig-
nificantly faster than the hour magnitude needed by the corre-
spondence finding of deformation transfer on the same data set.
In the 2-D case, our method transfers an expression between im-
ages of 311 419 pixels in around 1.3 s while ERI takes 6.3 s
on the same input data.

To summarize, our generic facial analogy approach provides
animation professionals with a powerful tool to animate both
2-D and 3-D images from example expressions.

VIII. CONCLUSION AND FUTURE WORK

We have presented a novel generic facial expression analogy
technique. It enables us to convincingly transfer facial expres-
sions between 3-D face models, as well as between 2-D face
images. In both the 3-D and the 2-D cases our animated faces
look very natural and correctly mimic even subtle expression
details in the source faces. Moreover, our method is faster than
most related methods from the literature and also outperforms
them in terms of the achieved visual quality.

In future, we plan to explore if we can further reduce the com-
putation time by combining our method with a machine learning
approach. We would like to improve the computing efficiency
by capitalizing on concepts presented in [26]. Furthermore, we
intend to work on an fully automatic scheme to detect facial fea-
tures on both images and 3-D meshes more precisely. It seems
also promising to apply our framework to more general image
transformation operations, for instance body pose analogy or
more complex image warping operations.

APPENDIX

To calculate the per-vertex error, we regard the motion vector
of each vertex between the source neutral and source expres-
sive faces as ground truth. We map the expression to the source
neutral face itself and then evaluate the error by the following
formula:

Where , , , and represent the coordinates
of any vertex in source neutral, source expressive, target neutral
and target expressive face respectively. Here, for
the source neutral model is just the target neutral model.
represents the Euclidean distance.
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