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Abstract— In this paper we propose a system to reconstruct the 
3D model of an object from a set of 2D overlapped images under 
the assumption that the object does not have distinct features. We 
explicitly consider the object that is made of one or a number of 
smooth surfaces that radiant constant energy isotropically in all 
directions. We designed a portable and low cost multi camera rig 
system which can capture the images from all cameras 
simultaneously. In order to provide the artificial markers, we used 
two small projectors that project patterns over the object before 
capturing the images. We compared the 3D model reconstructed 
from multiple images with a CAD model to evaluate the 
performance of the proposed system. A simple algorithm is also 
proposed to acquire the original texture or color of the subject.

Keywords— Multi cameras rig; Surface reconstruction; Texture 
mapping and replacement; Surface comparison 

I. INTRODUCTION

Geometric acquisition approaches can be categorized into 
image-based and range-based techniques. In recent years, 
estimating 3D shape of objects through image based 3D 
reconstruction has been improving rapidly in diverse applications 
such as in cultural heritage for preserving the digital archive of 
museums objects [1] and visualization of virtual museums [2],
forensic infography [3], in medicines for accurate investigation of 
scoliosis torso [4], in industry for reverse engineering, 3D 
printing of manmade and natural objects [5] and virtual reality 
[6].

Image based techniques can generate a precise 3D model in 
which 3D coordinates of objects are identified from a sequence 
of 2D overlapped images captured at arbitrary viewpoints. In 
computer vision, Structure from Motion (SfM) is most common 
technique that has been implemented in different software. In our 
previous work, we showed the 3D reconstruction of objects full 
of textures and unstructured surfaces [7].

In this paper, we address the problem of reconstructing 3D 
model of the objects of unrecognizable texture and made of 
smooth surfaces, from a collection of cameras. This is one of the 
classical problems in computer vision and broad literature exists 
[8]. When the surface of the interesting object is smooth and 

weakly textured, the SfM step in the implemented algorithm 
designed to find correspondences between pairs of images, faces 
difficulties. It can be mentioned that if the surface of the object is 
smooth and texture-less, all of the algorithms based on feature
point detection such as SIFT, will face difficulties to find key 
feature points [9]. In order to overcome this problem, several 
methods have been implemented such as structured light in 
which a predefined pattern is projected on an object and reflected 
patterns is compared with the predefined pattern to extract the 
depth information [10]. Similarly, a texture-full pattern can be 
projected on the object before capturing the images. Even though 
this technique improves the quality of model, but the original 
texture of the object hides under the patterns.  We aim to 
introduce a new, simple and applicable system for 3D 
reconstruction of smooth and texture-less objects as well as 
recover the original texture or color of the object.

II. RELATED WORK

Systems used for 3D model reconstruction can be listed into 
three classes comprises of those which work with active sensor 
(range-based systems) [11], passive sensors (image-based 
systems) [12] and those which work with both active and passive 
sensors [13]. However, range-based systems are more costly than 
image-based systems. Image-based systems are cheaper because 
they use normal cameras for image acquisition which are further 
used to produce 3D model [14].

In university of Calgary, a system was designed for the 
reconstruction of a torso surface. This system was made of 
several amateur cameras fixed on four metal arms.  Four 
projectors were also used in order to provide artificial markers 
onto the surface of torso. Although all the cameras were operate 
simultaneously, however, they produce four different scans by 
each arm which further combined to build up entire surface 
through utilizing the overlap between them [4]. Even though the 
system was useful as compare to X-ray scanning but it is 
expensive due to using several amateur cameras. 

One of the low-cost and portable systems was designed by A. 
Hosseininaveh et al. for the surface reconstruction of small and 
texture-less objects. This system comprises of one camera and 
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eight dot laser pointers to project patterns over the object in order 
to provide artificial markers. A stepper motor was used on which 
object is placed while capturing images [15]. Although, the 
system is low cost and portable but it could be harmful for users 
due to use of strong laser beam and it is not possible to operate
the system from another room or place.

In current work, we develop a low-cost and automatic 
imaging system for the surface reconstruction of small and 
texture-less objects. Using of multiple low-cost cameras and 
small mobile projectors in the system make it convenient, with 
minimum or no user intervention and lesser time of modeling 
process. 

Fig. 1. Multi camera rig setup  and components used.

III. PROPOSED SYSTEM

In the proposed system a multi camera rig is designed for 3D 
modeling of texture-less and smooth objects. This rig has 28 
Raspberry Pi 2 camera (5 megapixels) modules that are variable 
with respect to camera angle and distance. They are able to 
capture still images of size 2592 X 1944 and 1080p at 30 fps or 
720p at 60 fps videos. Also, they have 53 degrees horizontal and 
40 degrees vertical field of view. These cameras are connected 
with a central PC via Hub. For synchronization protocol, each 
camera is at signal waiting mode while central PC generates 
trigger signals. The Fig. 1 shows the multi-camera network 
configuration diagram. A unique IP address is given to each 
camera from 192.168.0.101~128 and connects with central PC 
192.168.0.100 via hub. Every time when computer generates 
trigger signals, each camera capture an image and store it into 
camera module memory which further transferred to central PC 
via FTP.

Cameras distribution over rig is composed of 4 ceiling part, 8 
upper, 8 middle and 8 lower levels as in the Fig. 1. Among these, 
18 cameras are attached with 3-level variable and 10 ball-type 
free angle which enables the angle and distance control to face 
the object. Five electronic power supplies of 5V/2A are providing 
power to each camera by Micro USB port.

Two small mobile projectors are used, that also support 
wireless connection to project pre-computed patterns (again see 
Fig. 1), over texture-less and smooth object. These projectors aim 
to provide artificial markers through projection of patterns onto 
the surface of the object. This is necessary because the surface of 
the object is homogeneous and without artificial markers it would 
be impossible to find distinct feature points in the captured pairs 
of images. 

IV. METHODOLOGY

By utilizing this system, the obtained data is processed to 
generate 3D model of the object. This is done by first detecting 
feature points from every image and matching conjugate features 
in the corresponding image pairs. After that, the matched features 
are traced through all the overlapping images and used as tie 
points which generate a point cloud relative to the position and 
orientation of the points. Then, the obtained point cloud is used 
for triangulation and mesh is generated as a result. We compared 
the generated mesh with Computer Aided Design (CAD) model 
to evaluate the performance of the proposed system. At the end, 
we replace the texture of obtained mesh that is generated by 
artificial markers with the original texture of the object. The Fig. 
2 shows the stepwise breakdown of the implemented method.

A. Feature detection using SIFT 
The detection of distinct features of the surface is a 

prerequisite for image matching. In the proposed method, these 
features are extracted using SIFT algorithm, which is a feature 
point detector [9]. The detected features describe the image 
rotation, image scale, noise, exposure and contrast changes. 
Features extracted from each image are saved into a feature 
descriptors that are further used for feature matching

B. SfM - Feature matching and Bundle Adjustment 
Feature matching and Bundle Adjustment are crucial 

elements in SfM (Structure from Motion). The feature matching 
algorithm implemented in our methodology used the preemptive 
matching technique that accelerates the matching process and 
reduces the reasonable amount of time [16], [17]. It arranges all 
the features of each image into decreasing scale order and enlists 
all the pairs to be matched.
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Fig. 2. The proposed procedure for 3D surface reconstruction for 
a texture-less object.

C. Dense point cloud reconstruction 
Dense reconstruction of the point cloud is performed using 

either Patch-based Multi-view Stereo (PMVS) [18] or Clustering 
Views from Multi-view Stereo which are able to reconstruct 
global point clouds.

D. Mesh reconstruction 
Once a dense point cloud is generated, mesh reconstruction is 

performed using Poisson mesh [19] that reconstructs surfaces of
the object from oriented points. This algorithm creates a 
triangular mesh that interpolates all or most of the points.

E. Mesh simplification 
The purpose of mesh simplification is to provide better 3D 

model of the object by removing the unwanted vertices and faces 
of the mesh.

F. Texture replacement 
Sometimes we may want to acquire the original texture of an 

object of interest but when artificial markers are used through 
projection of patterns, original texture of the object vanishes 
under it. In our proposed system, we design an algorithm that 
replaces the images before texture mapping of the meshed model 
reconstructed with patterns projection to acquire the original 
texture of the object. It is done by capturing the images of the 
surfaces of the object without patterns of the same perspective, 
scale of the images and distance at which images were captured 
with patterns. It become possible with proposed multi camera rig 
system that is stable enough because of no user intervention 

during image capturing process. In order to ensure the precision 
with respect to image scale, distance and field of view, difference 
between image sets, with and without patterns is calculated. After 
that the images in data sets with and without patterns are 
interchanged. Once all the images interchange, texture mapping 
is performed with image set captured without artificial markers 
on the mesh model reconstructed with patterns projection using 
[20].

TABLE I.  GENERATED 3D MODELS OF A SMOOTH AND TEXTURELESS 
OBJECT ALONG WITH CORRESPONDING PATTERNS.

Pattern 
Name Checkerboard Noise Squares Tiled Lines

Patterns

Models

V. COMPARISON AND EVALUATION

We reconstruct the 3D models from the sequence of images 
from different data sets. Four different patterns are used to 
acquire different data sets and their corresponding models 
reconstructed with the images captured under the projection of 
patterns are showed in Table 1. 

Defining an evaluation scheme is the trickiest part focusing 
on the accuracy of the reconstructed models. We made 
comparison between each created mesh model to the point cloud 
of the ground truth data (CAD model).

The 3D model comparison pipeline consists of the open 
source software Meshlab [21] and CloudCompare [22] for all 3D 
operations. A rough direction and size alignment of ground truth 
data is performed based on the point clouds of each created 
model in the Meshlab. At current stage, each created model along 
with ground truth data is loaded into CloudCompare.  Then, each 
model is registered with the ground truth using the iterative point 
algorithm (IPC) by Besel and McKay [23] with a target error 
difference of 1 x 10-8. For each registered model the minimum 
distance between every point to any triangular face of the meshed 
model is calculated. Note that, the created model is set as 
reference because the comparison is made between each created 
model to the point cloud of the ground truth. We show the results 
of comparison and distance computed alongside standard 
deviation in Table 2.
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VI. RESULTS AND DISCUSSION

The 3D models of smooth and texture less object generated 
from multiple images are compared with ground truth to evaluate 
the performance of the proposed system. Fig. 4 shows the heat 
maps of three meshed models reconstructed from different set of 
images of the same object but with different projection of 
patterns. The heat maps make clear that the model reconstructed 
by images captured under the projection of tiled lines patterns 
exhibits exceedingly few deviations to the ground truth followed 
by square pattern and noise pattern. The model generated under 
the projection of checkerboard pattern shows maximum 
deviations.

(a) (b)

(c) (d)
Fig. 3. Histogram plots of the distance between the created models and the 
ground truth data. Model generated with (a) checkerboard pattern contains
3,418, (b) noise pattern contains 6,515, (c) square pattern 14,915 and tiled 
lines pattern contains 28,917 number of elements.

(a) (b)

(c) (d)

Fig. 4. Heatmaps of the minimum distance between the ground truth and the 
triangular mesh of the created models of (a) checkerboard pattern, (b) noise 
pattern, (c) square pattern and (d) tiled lines pattern. Blue and Red colors
show the maximum deviation when the surface is under and above  the 
ground truth, respectively. 

In Table 2, we also calculated the mean value and standard 
deviation of distance distribution for each model. Further, Fig. 3 
shows the histogram of each model reconstructed to represent the 
distance distribution.

TABLE II.  MEAN VALUE AND STANDARD DEVIATION COMPUTED FOR 
EACH CREATED MODEL TO THE GROUND TRUTH DATA.

Pattern Type Mean Distance (μ) Standard Deviation (σ)
Checkerboard 7.2 x 10-5 3.01 x 10-3

Noise 1.9 x 10-5 1.49 x 10-3

Squares 2.2 x 10-5 0.90 x 10-3

Tiled Lines 1.1 x 10-5 0.77 x 10-3

VII. CONCLUSION

In present study, we proposed a multi camera rig system that 
is capable of capturing images simultaneously from all cameras. 
Especially, the system is designed for 3D modeling of smooth 
and texture less surfaces from a number of images. The 
projection of patterns makes possible the reconstruction of 3D 
model of selected subject. We show the accuracy of system by 
comparing the reconstructed model with the ground truth CAD 
model. The 3D model reconstructed by data set acquired under 
the projection of tiled lines pattern exhibits minimal mean 
distance deviation to the ground truth. We show a simple 
algorithm by means of which original texture of the object can be 
acquired using proposed system.
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