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Abstract. This paper presents a method to measure spectral reflectance
and 3D shape of an object. For realizing these measurements, we applied
a multi-primary image projector as a computational illumination system.
This multi-primary image projector employs a light source which is pro-
grammable and can reproduce any spectral power distributions. In other
words, the projector can reproduce 2D pattern projections with arbitrary
spectra. In our actual measurements, we developed an imaging system by
synchronizing the multi-primary image projector and a highspeed mono-
chrome camera. First, the surface spectral reflectance of an object in
a darkroom was obtained based on a finite-dimensional linear model of
spectral reflectances. In the spectral reflectance measurements, nine basis
images were projected and captured by the synchronized imaging system.
Then spectral reflectance at each camera image coordinate was estimated
from the captured nine images. Next, structured lights were projected
for reconstructing 3D shape. We applied eight binary image projections
and a conventional 3D shape reconstruction algorithm to our study. In
summary, seventeen images were projected and captured for measuring
spectral reflectance and 3D shape. The projection and capturing speed
of the seventeen images is 0.085s on the system specification. In the
validation experiments, we could obtain spectral reflectance of X-rite
ColorChecker with the average color difference AE), of approximately
4. We also confirmed that precise 3D shapes could be reconstructed by
our method.

Keywords: Spectral reflectance + 3D shape - Fast measurement -
Computational illumination system - Multi-primary image projector

1 Introduction

Measurements of object reflectance properties are important works in the
research fields of computer vision, computer graphics, and color image analysis.
Notably, color and geometric information are significant factors to determine
object reflectance characteristics. For measuring these properties, various tech-
niques have been proposed. In particular, computational illumination techniques
and active lighting systems have been developed as useful tools to measure the
reflectance properties.
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Structured light projections have been applied to geometric calibrations
and 3D shape measurements [1-3]. In these cases, a projector is generally
used as a computational pattern illumination system. However, these researches
mainly focus on the measurement of only geometric information. Almost related
researches for measuring geometric information have not addressed accurate
color measurements.

On the other hand, the techniques for measuring object color information
have been also developed. Since measurements of surface spectral reflectance
provide accurate color reproduction, various approaches based on active lighting
systems have been recently proposed for measuring spectral reflectance [4-8]. In
these previous systems, LEDs or spectral light sources are mainly used as active
lighting systems. Then it is difficult for these lighting systems to implement 3D
shape acquisitions based on the structured light projections.

In the research area of computer vision, a lot of methods based on inverse ren-
dering techniques have been actively developed for recovering surface reflectance
properties of both 3D shape and RGB color information [9-11]. In addition, sev-
eral studies for digital archiving have measured 3D shape and spectral informa-
tion simultaneously, because spectral information is significant for precise color
recording in cultural heritage [12-17]. In these conventional methods, multi-band
or multi-spectral cameras were used for acquiring spectral information. However,
there are no projector-based computational illumination systems (active lighting
systems) and techniques for rapidly measuring 3D shape and spectral reflectance.

In this research, therefore, we propose an imaging system to measure these
reflectance properties at high speed. For achieving the goal, we apply a multi-
primary image projector [18,19] to our measurement. The projector was devel-
oped to reproduce 2D image patterns with arbitrary spectra. This projector
is a useful tool to project both structured light and spectrally-modulated illu-
mination. Then we synchronized the projector with a highspeed monochrome
camera for projecting and capturing computationally-illuminated images. In
our measurements, first, surface spectral reflectance of an object in a dark-
room is obtained based on the lighting technique with five spectral basis func-
tions [5]. Then, binary stripe patterns [1] are projected for reconstructing 3D
shape. Finally, we will discuss the measurement accuracies and time of spectral
reflectance and 3D shape through our experiments. In addition, we apply the
measured data to object relighting.

2 Multi-primary Image Projector

In this section, we briefly introduce the multi-primary image projector [18,19].
Figure 1 shows the configuration and projection principle of the projector. The
image projection principle is practically the same as that used by digital light
processing (DLP) projectors. The projected multi-primary images are produced
by multiplexing time-sequential 2D pattern projections with various primary
illuminant spectra. The time-sequential 2D image patterns correspond to the
spatial weight distributions of each primary illuminant. Observers (cameras)
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Fig. 1. Configuration and projection principle of the multi-primary image projector

perceive projected patterns that are expressed by spatially weighted SPDs of
mixed multi-primary illuminants.

As shown in Fig. 1, the multi-primary image projector is mainly configured
with a light source component and an image projection component. The light
source component of the projector consists of Optronic Laboratories OL490,
which is programmable using a computer. It is composed of a xenon lamp source,
grating, a DMD chip, and a liquid light guide. The wavelength resolution is
in the range of 380-780nm. In this study, the sampling pitch for calculating
the spectra is set at an interval of 10nm. This sampling pitch is sufficient for
practical spectral reflectance calculations. The image projection component of
our prototype is based on a Texas Instruments DLP Lightcrafter. The original
LED-based RGB primary colors were replaced with the above spectral light
source. The present system uses a DMD chip with a resolution of 608 x 684
pixels for the image projection.

In summary, the grating and the DMD in the light source of the projec-
tor produces spectra, whereas the DMD in an image projection reproduces a
monochromatic image with each light source spectrum. The light source and the
image projection components are both controlled by a computer to project image
sequences synchronously. A trigger signal is sent from the image projection com-
ponent to the light source component. Table 1 shows the specifications of our
multi-primary image projector. The increase of the number of time-sequential
primaries means the decrease of light energy of each primary color. In other
words, if it is necessary to reproduce high-intensity projection and reduce imag-
ing noises, the projection speed of each primary should be lower.
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Table 1. Typical examples of the multi-primary image projector specifications

Image bit depth | Number of primaries | Frames/sec
1 bit 1 primary 4000 fps
1 bit 20 primaries 200 fps
4 bits 1 primary 360 fps
6 bits 1 primary 240 fps
8 bits 1 primary 120 fps
8 bits 4 primaries 30 fps
8 bits 6 primaries 20 fps
Object
Light source Monochrome
Camera

Fig. 2. Overview of our measurement system

3 Measurement System and Algorithms

3.1 Measurement System

Figure 2 shows the overview of our measurement system using the multi-primary
image projector and a highspeed monochrome camera. The projector and camera
are completely synchronized by a trigger signal. Thus there are no flicker effects
between projections and captures in our measurements. As shown in Fig. 3,
the projector reproduces nine basis images for estimating spectral reflectance
(see Sect. 3.2) and eight binary stripe patterns for reconstructing 3D shape (see
Sect. 3.3). Then, we project seventeen images in total for the measurement.
The highspeed monochrome camera is EPIX SV642M (resolution: 640 x 476
pixels, quantization bit depth: 10bits, frame rate: 200f{ps). In an ideal case,
we project binary images (maximum projection speed is 4000 fps as shown in
Table1) and capture them (maximum capturing speed is 200 fps). Then, the
projection and capturing speed of the seventeen images is 0.085s (17 images
divided by 200fps) on the system specification. However, in our actual mea-
surements, for increasing illumination intensities and reducing imaging noises,
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Fig. 3. Projected images: (left) nine basis images for spectral reflectance estimation
(nine spectral basis light sources with a white image), and (right) eight stripe images
for 3D shape reconstruction (eight stripe pattern images with a white light source).

the practical projection and capturing speed is later than the theoretical one
(see also experimental discussions in Sect. 4).

3.2 Estimating Spectral Reflecntance

We use a set of orthonormal basis functions t,, () to represent surface spectral
reflectance [5]. Surface spectral reflectance S(A) can be expressed as

M
S =Y wnthm(N)  (m=1,2,..., M), (1)
m=1

where M is the number of the orthonormal basis functions, w,, are the weights
of the functions and A indicates the wavelength. In this study, we selected five
spectral basis functions, i.e., M = 5. The basis functions were computed by
the principal component analysis (PCA) of a spectral reflectance database with
507 samples. Now, if we irradiate an object surface with spectrum E,,(\) of the
orthonormal basis functions divided by the camera sensitivity R(\), the camera
output O,, can be modeled as

O = / En(V)ROV)S(A)dA

M
- / (G RONEA)S i (V) @)

= Wy,
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Fig. 4. Projected waveforms of orthonormal basis functions. The waveforms divided
by the camera sensitivity are decomposed into positive and negative orthogonal basis
(Color figure online).

As shown in Eq.(2), we can directly obtain the weights w,, from the camera
outputs which are obtained by the projections based on the orthonormal basis
functions. In actual case, we were unable to irradiate an object surface with
the spectral basis functions based on PCA, because the orthonormal basis func-
tions include negative values. In this study, we decompose the orthonormal basis
functions into positive and negative functions. Then the absolute values of the
decomposed negative functions are used as the projected illumination. Finally
we estimate surface spectral reflectance using following values:

wm()‘) = W%()\) - ,(/}777,()\)7 Wm = O;:rz - O;L (3)

Figure4 shows the projected spectra designed for estimating spectral
reflectance. The figure shows the waveforms of nine orthonormal basis func-
tions with the negative values inverted and which are divided by the camera
spectral sensitivity R(A). The solid lines are the waveforms that are calculated
by dividing the positive original orthonormal bases by the camera spectral sen-
sitivity, and a dashed lines are the waveforms that are obtained by dividing the
reversed negative components by the camera sensitivity. The second to fifth prin-
ciple components include negative values and require illumination of two sources
each. Then, nine waveforms are projected for spectral reflectance estimation.
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Fig. 5. Experimental setup for measuring spectral reflectance and 3D shape

3.3 Reconstructing 3D Shape

We apply the binary pattern image projection technique [1] to our 3D shape
reconstruction. In general, N image patterns can express 2V stripes. As shown in
Fig. 3(b), we project eight pattern images (N = 8). Once binary image patterns
are projected onto an object, there are 256 (28) unique areas coded with unique
stripes. The 3D coordinates (X,Y, Z) can be computed for all 256 points along
each horizontal line. Finally, 3D shape of an object can be reconstructed based
on a triangulation principle and preliminary geometric calibrations.

4 Experimental Results and Discussions

Figure 5 shows our experimental setup for measuring spectral reflectance and 3D
shape of an object. The actual experiments were conducted in a dark room. As
the preliminary geometric calibration for precise 3D shape reconstruction, we
used 75 reference points of a cube.

For validating the spectral reflectance estimation, we used an X-Rite Mini
ColorChecker. Figure6 shows examples which color differences AEY, are the
minimum and maximum in the ColorChecker. The average root mean square
error (RMSE), goodness-of-fit coefficient (GFC) [20] and color difference AE?, of
24 colors are 0.033, 0.9930 and 4.37, respectively. Compared with a conventional
work [8], our system can estimate spectral reflectance with sufficient accuracy.

For verifying the accuracy of the 3D shape reconstruction, we used sev-
eral single-color objects. Figure7 shows an example of a measured object
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Fig. 6. Estimated spectral reflectances: (left) reflectance of ColorChecker No.5 which
is estimated with the minimum color difference (RMSE = 0.024, GFC = 0.9978,
AE}, = 1.25), and (right) reflectance of ColorChecker No.12 which is estimated with
the maximum color difference (RMSE = 0.074, GFC = 0.9872, AE, = 10.96).

-y

Fig. 7. Measured object (yellow cuboid made of wood) and its 3D mesh representation
(Color figure online)

(yellow cuboid made of wood). As shown in the mesh data of Fig.7, the 3D
shape seems to be well reconstructed. We also confirmed that our 3D shape
reconstruction had good accuracy compared with a commercial RGB-D camera
(Kinect v2).

In the measurement of the spectral reflectance and 3D shape of the yellow
object, the projection and capturing speed of seventeen images was 0.425s. In
our current system, if we need to measure more accurate data, making the mea-
surement speed slower is required for achieving higher-intensity projections and
less imaging noises. Similarly, we can make the measurement speed faster when
we don’t require such measurement accuracies. For achieving more rapid and
accurate measurements, it is necessary to use a high-intensity light source and
a high-sensitivity camera.
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Fig. 8. Relighted objects: (left) relighting by illuminant A located at left-side position,
and (right) relighting by illuminant D65 located at right-side position.

Finally, we applied the measured data to the object relighting (Fig.8).
The image rendering based on spectral calculations was implemented on PBRT
(physically based rendering system). Through a brief experiment, we confirmed
that the appearance of the rendered image is similar to the one of actual objects
under the illuminations.

5 Conclusions

In this study, we have developed an imaging system for measuring spectral
reflectance and 3D shape of scene objects. In our measurement system, we
used the multi-primary image projector for computational spatial-spectral pat-
tern projections. The average color difference AEY, between the measured
reflectances and the ground truths of X-Rite Mini ColorChecker was 4.37. We
also reconstructed proper 3D shapes of colored objects. Finally, we demonstrated
the object relighting using the measured spectral reflectances and 3D shapes.

In the experiments in this paper, we used single-color diffuse objects. For
further discussion, we will conduct more experiments using objects with non-
diffuse reflectance (specular, transmittance, etc.) and scenes with multiple tex-
tured objects. In addition, as discussed in Sect. 4, one problem with our system
is the low projection and capturing speed in practical measurements. This is due
to the avoidance of noisy image capturing caused by the low illumination inten-
sities. This could be improved in the future by using a high-power light source
and a noiseless camera. The improved system will provide rapid and accurate
measurements. Finally, as a further future work, we would like to develop a
technique for a real-time relighting system.
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