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ABSTRACT

The depth quality of a time-of-flight (ToF) camera is influenced by many systematic and non-systematic errors1 .
In this paper we present a simple method to correct and reduce these errors and propose a multi-phase approach
to improve the depth acquisition accuracy. Compared with traditional calibration methods, we take the position
of light source into account, and calibrate the light source together with the camera to reduce depth distortion.
To ameliorate the sensor errors caused in the manufacturing process, a Look-up Table (LUT) is used to correct
pixel-related errors. Besides, we capture images with multiple phases and apply FFT to get the true depth. By
the proposed approach, we are able to reconstruct an accurate 3D model with RMSE of the measured depth
belowing 1.2mm.
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1. INTRODUCTION

Time-of-Flight(ToF) camera is a widely used depth sensor, which is popular for its high framerate, small size
and high maneuverability. However ToF camera is not suitable for getting high quality depth image because of
its random noises and systematic errors. To increase the signal-to-noise ration (SNR), many methods have been
proposed, such as low amplitude filtering2 , accuracy thresholding based on pixel variance3 and photometric
stereo.4 Though noises are truly decreased, depth image is smoothed at the same time. Our method is based
on the analysis of the origins of systematic and non-systematic errors1 . Traditional camera calibration methods
based on intensity image are applied in5–7 . 25 infra-red LEDs are utilized in8 to assist high accuracy calibration.
All of these methods consider only the geometric calibration of the camera sensor itself. We try to model
the object together with the camera sensor and the light source to reduce the errors induced by inappropriate
approximation as much as possible. Besides, we explore how the number of phases of the modulation light
source relates with the depth sensing performance and propose a method to improve the depth resolution by
using multiple modulation phases under an as high as possible modulation frequency. The source of systematic
and non-systematic errors is introduced in section 2. Then we will present our method in detail in section 3.
Section 4 gives results of our method with different parameters, following with conclusion in section 5.

2. SOURCE OF ERRORS

This section analysis some of the errors and noises in a time-of-flight depth sensing system. We consider the
geometry problem of the light source and the sensor, the fly time response error due to the manufacturing process,
as well as the random noises.

2.1 Geometry of the Light Source and the Sensor

One of the biggest differences between ToF cameras and traditional RGB color cameras is that ToF cameras use
their own light sources. In other words, the light source is part of a ToF system. As such, the position of light
source has to be considered when designing and using this system. Available methods usually treat the center
of light source as the center of the camera sensor, which is reluctantly acceptable when these two centers are
near enough and accurate reconstruction is not required. However, if high quality depth image is desired, the
position of the camera and the light source should be calibrated before hand.

Moreover, different pixels have different light travel time for the same depth value plane. This is extremely
essential when the field of view is large, see Fig. 2a. This problem can be solved by a calibration method to get
the intrinsic parameters. Traditional methods to calibrate the ToF camera are mostly like calibration of color
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Figure 1: Figure 1a shows our set of camera and light. We use planes at different depths to assist calibrating the
position of the light source. Light flies along S → P → O, from the light source to the camera sensor, reflected
by object which is a plane here. Figure 1b illustrates the systematic error cost by the light source. z = tc stands
for the light travel time. Here we let sx = 0, sy = 0.05, sz = 0, α = 0, β = 0.

cameras using a check-board. We propose in this paper a calibration method that jointly calibrate the light
source and the camera.

The fly time captured by the ToF camera can be formulated as

t = (‖S − P ‖2 + ‖P ‖2) /c (1)

where S,P is the position of the light source and the object point, c is the constant light speed. The equation
t = 2 ‖P ‖2 /c, which is used in all applications, holds only when S is extremly near the camera (The camera

center is set to be the origin). Here we assume S = (sx, sy, sz)
T
, P = z (α, β, 1)

T
, where α, β are parameters

obtained by calibration. Given the pixel position (i, j), α and β can be caculated by the camera intrinsic
parameters using the following camera projection model:ij
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The plot of this kind of error is illustrated in Fig. 1b. Our proposed method for geometric calibration of the
light source and the sensor is given in section 3.1.

2.2 Manufacturing Errors

Another type of significant systematic errors come from the manufacturing error of the ToF sensor, mainly due
to different material properties in CMOS-gates. Theoretically, all the pixels should response the same phase
difference for a scene point with the same depth. However, the manufacturing error causes different phase
responses (phase differences correspond to depth value) between pixels. For the TOF sensor we used, such error
causes 10 discrete depth partitions as shown in Fig. 2b. We therefore divide the image into 10 regions according
to the measured partitions and assume that pixels in the same region share the same properties, though in fact
they changes gradually from top to bottom.

2.3 Random Noises

Random noises are non-systematic errors, which are hard to be removed through sensor calibration. In this
paper, we propose a multi-phase method working under a high modulation frequency to decrease these errors,
see section 3.3 for detail.
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Figure 2: Edge pixels and center pixels of the same depth cause different travel distances (Fig. 2a). Figure 2b
shows the fly time response errors causing 10 discrete depth partitions.

3. SOLUTIONS

This section presents three key techniques aiming to solve the three corresponding challenges described in the
section 2.

3.1 Light Source and Sensor Plane Calibration

Here we propose a novel method to compensate for the errors mentioned in section 2.1 by calibrating both the
ToF sensor and the light source. Directly measuring the position of the light source is inaccurate, since the light
souce is composed of multiple laser diodes, which locate some distance apart from each other. We therefore
regard the multiple light sources as a virtual light source, and propose to use a diffuse plane to assist estimating
the light source position.

We set our plane at k different depths roughly in parallel with the sensor plane, then{
Dk = ‖S − P k‖2 + ‖P k‖2
nT · P k = dk

(3)

where n is the normal of the plane to be estimated together with S, and Dk is the distance image we measured at
kth depth dk. Even though we try to set the plane normal perpendicular to the sensor plane, the exact normals
n of the diffuse planes are still unknown and need to be estimated. Since we use a slider to move the plane at
different regular locations, it is reasonable to assume that the normal n keeps constant for all depth dk.

Besides light source calibration, the ToF sensor itself should also be geometrically calibrated. Using an
available traditional camera calibration method∗, we are able to map every pixels at coordinates (i, j) in the
image to their world coordinates given the depth values z by

P (i, j) = zηij (4)

where ηij = (αij , βij , 1)
T

is the calculated camera parameters. Using all the pixels at i, j on different depth dk,
we get hundreds of thousands points P and are able to estimate n,S by a non-linear regression method.9 Once
we know the exact S, the global corrdinates (xij , yij , zij) of any 3D point in the scene can be computed by

zij =
D2

ij − ‖S‖
2
2

2
(
Dij

∥∥ηij

∥∥
2
− ηT

ij · S
)

xij = zijαij

yij = zijβij

(5)

where Dij is the distance value on the captured distance image D of a real scene. Equation 5 solves the problem
of light source calibration and the rectification of non-uniform travel time on the sensor plane.

∗http://www.vision.caltech.edu/bouguetj/calib_doc/
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3.2 Rectifying Manufacturing Errors

The manufacturing error described in section 2.2 can be compensated by a Look-up Table (LUT), as proposed by
Kahlmann et al.8 Given a depth value Dij of a pixel (i, j), the LUT returns an offset dij for it and the accurate
depth value can be obtained by adding this offset to Dij . Different from previous approaches, we measure the
LUT by setting the light source facing direct to the TOF camera. Under such a setting, the light directly comes
into the camera without reflection, so that the LUT is not influenced by any other systematic errors. It should
also be noted that the LUT depends on frequencies and should be captured under the same frequency.

3.3 Multiple-Phase TOF Depth Sensing

ToF camera uses a modulated light source to light the scene, and get the fly time of light by integrating the
received signal and the reference signal at 4 different phases. This method is called four-bucket sampling.1

Mathematically, the measured image signal H(φ) of a paricular phase φ can be formulated as

H(φ) =

ˆ NT

0

Se(τ − φ)Sr(τ)dτ, (6)

where Se, Sr stands for the reference and the recieved signal, φ is the controllable phase, and NT stands for
N periods. Most of the ToF cameras use a sine wave to modulate light, i.e., Se(t) = A1 sin(ωt) and Sr(t) =
A2 sin(ω(t+ ∆t)) +B, then considering the random noise in the imaging process, the measured image signal can
be written as

H(φ) = A cos (2πf∆t+ φ) + δ (7)

where δ is the random noise and f is the frequency of the light. By changing φ 4 times at equal intervals, The
noise can be roughly removed and D and ∆t can be caculated by

D = c∆t =
c

2πf
arctan

(
H(270◦)−H(90◦)

H(0◦)−H(180◦)

)
(8)

Practically, due to electronics limitations and artifacts, the modulation signal is usually periodic but not sinu-
soidal. For example, square wave, pulse wave and coded wave10 could be existed. Besides, waveforms may vary
with the changing of frequencies.

To address this issue, we adopt the Fourier analysis on the time-of-flight signals11 to expand the measured
signal into Fourier series,

H(φ) =

∞∑
n=1

An cos (2πnf∆t+ nφ) . (9)

In this way, ∆t can be calculated by fetching the phase in the first term of the Fourier transform on H(φ) as11

∆t =
P (FN (H(φ)))

2πf
(10)

where N is the number of φ used for Fourier transform F , P retrieval the first phase term. Compared with equa-
tion 8, multiple phases remove the random noises in a more controllable way, with improved results demonstrated
in section 4.

4. RESULTS

We utilize a modified PMD-nano camera used in Heide et al.12 and Lin et al.11 The modified camera is equipped
with 12 laser diodes working at wavelength of 640nm. These lasers can produce modulated square waves with
frequency range in 0∼180Mhz.

Fig. 3 shows the importance of rectification of the manufacturing errors using the LUT. Before correction,
the captured scene depth is segmented into pieces. Only with this rectification, the right depth map can be
obtained. Fig. 4 compares the captured depth signal of a plane with (right) and without (left) our proposed
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Figure 3: Depth image before (3a) and after (3b) pixel-related manufacturing error rectification.

(a) (b)

Figure 4: These two depth images present the difference between depth maps of a plane with and without light
source and sensor plance calibration (section 3.1). It could be seen in (4a) that the minimum depth is not exactly
the center of the image because of the position of light source.

light source and camera plane calibration. Based on the estimated position of light source, we are able to get a
right depth map without distortion.

The influence of multiple phases is illustrated in Fig.5. Under working frequency 100MHz, the quality of
depth measurement substantially improves with the increasing of the number of phases used. However, the
quality saturated when the number of phase reaches 32. In this case, we are able to get a depth map of a plane
with RMSE < 1.2mm, which is far smaller than existing methods. Fig.6 illustrates how the number of the
phases and the selection of the frequency effect the depth quality. we capture a plane under different number
of phases and under different frequencies. Though higher frequencies lead to higher depth accuracy, as shown
in Fig. 6a. when f < 120MHz, amplitudes of the signal shrunk with the increasing of modulation frequency,
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Figure 5: RMSE under different numbers of phases. The more phases, the better. 25 = 32 phases are enough to
get nearly the best performence.
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Figure 6: RMSE drops dramatically with frequency raises in the normal working range [0, 120MHz], but bounces
up when frequency is extremly high. In contrast, the improvement of multiple phases is not that obvious. These
results are calculated of a plane at 80cm. Similar results can be obtained for other depths.

i.e. An ∝ 1
f , and thereby, RMSE increases when the working frequency is too high (f > 120MHz). One way to

conquer this is to use more powerful light source. Moreover, it can be seen from Fig. 6b. that in the case of low
signal SNR under the extremely high working frequency (e.g., 160MHz), the multi-phase approach substantially
increases the depth accuracy. Fig.7 shows the 3D mesh reconstruction of a toy bear.

Figure 7: A 3d model of a toy. The nose can be clearly distinguished from its big mouth.

5. CONCLUSION

This paper proposes a novel method for ToF camera calibration, taking the position of light source, non-uniform
sensor plane response, manufacturing errors, and random noises into account. With the proposed method to
remove all these systematic and non-systematic errors in a TOF system, an accurate 3D point cloud can be
obtained. It should be noted that the problems of multi-path13,14 can not be solved through this method and
shall be conquered in the future.
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