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Abstract

Motion capture has important applications in different areas such as biomechanics, computer animation, and
human-computer interaction. Current motion capture methods use passive markers that are attached to different
body parts of the subject and are therefore intrusive in nature. In applications such as pathological human move-
ment analysis, these markers may introduce an unknown artifact in the motion, and are, in general, cumbersome.
We present computer vision based methods for performing markerless human motion capture. We model the hu-
man body as a set of super-quadrics connected in an articulated structure and propose algorithms to estimate the
parameters of the model from video sequences. We compute a volume data (voxel) representation from the images
and combine bottom-up approach with top down approach guided by our knowledge of the model. We propose
a tracking algorithm that uses this model to track human pose. The tracker uses an iterative framework akin to
an Iterated Extended Kalman Filter to estimate articulated human motion using multiple cues that combine both
spatial and temporal information in a novel manner. We provide preliminary results using data collected from
8-16 cameras. The emphasis of our work is on models and algorithms that are able to scale with respect to the
requirement for accuracy. Our ultimate objective is to build an end-to-end system that can integrate the above
mentioned components into a completely automated markerless motion capture system.

1: Introduction

Motion capture for humans describes the activity of analysing and expressing human motion in mathematical

terms. The task of motion capture can be divided into a number of systematically distinct groups, initialisation,

tracking, pose estimation and gesture recognition. Motion capture is typically accomplished by one of three

technologies: optical, magnetic and electro-mechanical, all of which involve markers or devices attached to the

subject. Markerless motion capture is a method for motion capture that does not use such markers but uses

images obtained from multiple cameras placed around the subject to estimate the pose of the subject. There

exist a number of algorithms to estimate the pose from images captured from a single camera, a task that is

extremely difficult and ambiguous. Segmentation of the image into different, possibly self-occluding, body parts

and tracking them is an inherently difficult problem. It is, therefore, necessary to use multiple cameras to deal

with occlusion and kinematic singularities. In general, most computer vision algorithms target applications where

only an approximate estimate of the pose is required. They also assume that human body model parameters are

available. The complex articulated structure of human beings makes accurately tracking articulated human motion

a difficult task. We need mathematical body models to deal with the large number of body segments and to guide

the tracking and pose estimation processes.
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1.1: Overview

We propose algorithms for automatic human body model acquisition, pose initialisation, and tracking. It is our

objective to integrate the elements proposed above into an end-to-end system that performs completely automated

markerless motion capture.

In our work, we use parametric shape representations such as modified super-quadrics to represent body seg-

ments that are connected in an articulated chain to represent human body structure. We describe the models that

we use in Section 2. The following steps are the key elements of the markerless motion capture process and we

propose algorithms to solve each of these steps.

• Acquire the model of human subject.

• Estimate the initial pose of the subject.

• Track the pose in subsequent frames using different cues.

The first two steps listed above are closely inter-twined. In the algorithm that we propose, we use an estimate

of the pose in order to refine the estimate of the human body model parameters and vice-versa. The acquisition-

initialisation algorithm is presented in Section 3. The tracking algorithm is described in Section 4. We describe

our experiments and present the summary in Section 5. We present a novel method to combine spatial cues such

as silhouettes and motion residues. Although we do not use edges, it is also possible to incorporate edges in our

method. We also do not constrain the motion or the pose parameters for specific types of motion, such as walking

or running.

1.2: Prior work

Most of the existing tracking algorithms use either motion information or spatial information to perform track-

ing. The use of spatial cues lead to inaccuracies in the pose estimation process while they generally perform well

when approximate pose is required. Using only motion cues for tracking leads to drift in the tracking process

but is more accurate between two frames. We address the problem of markerless motion capture using multiple

cameras. This involves the estimation of pose and the human body model parameters as well as tracking the pose.

We propose an algorithm [42] to automatically acquire the human body model using prior knowledge of the ar-

ticulated structure of a human body in a systematic manner. We also propose an algorithm [43] to track the pose

using an articulated model using multiple cameras and multiple cues.

Badler et al. [4] suggest several methods to represent human subjects in terms of their shape as well as the

articulated structure. We find that using modified super-quadrics to represent shapes [19] is reasonably accurate

for our purposes, though our model can be extended in the same framework to use more sophisticated mesh-models

if the data is accurate enough and if the application demands it. Gavrila and Davis [18], Aggarwal and Cai [1],

Moeslund and Granum [29], and, more recently, Wang et al. [25] provide surveys of human motion tracking and

analysis methods. Cedras and Shah [8] provide a survey of motion-based recognition methods which require the

use of motion data that the markerless motion capture methods can provide. There are several applications for

markerless motion capture in animation, human-computer interaction and notably in biomechanical and clinical

applications where the capture of human motion enables the understanding of normal and pathological human

movement [16]. There has also been work on markerless motion capture using articulated Iterative Closest Point

algorithm [16, 17] and also estimating models from 3D range data as well as shape-from-silhouette algorithms [3,

15]. We present the prior work in model acquisition in Section 1.2.1 and the prior work in tracking of human pose

using both single camera and multiple cameras in Section 1.2.2.
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1.2.1 Model acquisition and pose initialisation

Rohr [34] performs automated initialisation of the pose for single camera motion. The model is trained using

several human shape models and the assumptions are that the motion is parallel to image plane and is that of gait

or cycling. Ramanan and Forsyth [31] also suggest an algorithm that performs rough pose estimation and can be

used in an initialisation step. Mikic et al. [27] obtain the human body model using voxels, though their model

acquisition algorithm starts with a simple body part localisation procedure based on template fitting and growing,

which uses prior knowledge of average body part shapes and dimensions. Kakadiaris and Metaxas [22] present a

Human Body Part Identification Strategy (HBPIS) that recovers all the body parts of a moving human based on the

spatio-temporal analysis of its deforming silhouette using input from three mutually orthogonal views. However,

they specify a protocol of movements that the subject is required to go through. Krahnstoever [24] addresses

the issue of acquiring articulated models directly from monocular video. Structure, shape and appearance of

articulated models are estimated, but this method is limited in its application of a complete human body model

and the fact that it uses a single camera.

Chu et al. [10] describes a method for estimating pose using isomaps [46]. They use isomaps to transform the

voxel body to its pose-invariant intrinsic space representation and obtain a skeleton representation. Belkin and

Niyogi [5] describe the construction of a representation for data (voxels) lying in a low dimensional manifold

embedded in a high dimensional space. We use Laplacian eigenmaps as proposed in [5] in order to simultaneously

segment and extract the one-dimensional structure of the voxels. We obtain much better segmentation and explic-

itly compute the position of the point along this one-dimensional chain and use it to acquire the shape and joint

model. Elad and Kimmel [14] describe a method to reduce articulated objects to pose invariant structure. Belkin

and Niyogi analyse the connection of Locally Linear Embedding algorithm proposed by Roweis and Saul [35]

to the Laplacian. There also exist other methods for dimensionality reduction such as Kernel Eigenvalue analy-

sis [36] and charting a manifold [6]. However, we find the Laplacian Eigenmaps to be intuitively satisfying and

effective. Anguelov et al. [2] describe an algorithm that automatically decomposes an object into approximately

rigid parts, their location, and the underlying articulated structure given a set of meshes describing the object in

different poses. They use an unsupervised non-rigid technique to register the meshes and perform segmentation

using the EM algorithm.

1.2.2 Tracking of articulated motion

There are several algorithms to track the pose that use either motion or use silhouettes or voxels, but few

combine both motion and static cues as we propose. We look at some existing methods that use either motion-

based methods or silhouette or edge based methods to perform tracking. Some of these algorithms use monocular

videos and propose algorithms to remove the kinematic ambiguity in the estimation process.

We first look at the methods that use multiple cameras. Yamamoto and Koshikawa [49] analyse human mo-

tion based on a robot model and Yamamoto et al. [50] track human motion using multiple cameras. Gavrila

and Davis [19] discuss a multi-view approach for 3D model-based tracking of humans in action. They use a

generate-and-test algorithm in which they search for poses in a parameter space and match them using a variant of

Chamfer matching. Bregler and Malik [7] use an orthographic camera model and integrate a mathematical tech-

nique based on the product of exponential maps and twist motions, with differential motion estimation. Kakadiaris

and Metaxas [21] use a 3D, model-based, motion estimation method based on the spatio-temporal analysis of the

subject’s silhouette. Plaenkers and Fua [30] use articulated soft objects with an articulated underlying skeleton as a

model, and silhouette data for shape and motion recovery from stereo and trinocular image sequences. Theobalt et

al. [47] project the texture of the model obtained from silhouette-based methods and refine the pose using the flow

field. Delamarre and Faugeras [11] use 3D articulated models for tracking with silhouettes. They use silhouette

contours and apply forces to the contours obtained from the projection of the 3D model so that they move towards

the silhouette contours obtained from multiple images. Cheung et al. [23] extend shapes-from-silhouette methods
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to articulated objects. Given silhouettes of a moving articulated object, they propose an iterative algorithm to solve

the simultaneous assignment of silhouette points to a body part and alignment of the body part.

There are also methods that attempt to estimate the pose from a monocular video sequence. They propose

different techniques to resolve kinematic ambiguities faced in the monocular pose estimation problem. Ju et

al. [20] use planar patches to model body segments. The motion of each patch is defined by eight parameters. For

each frame the eight parameters are estimated by applying the optical flow constraint on all pixels in the predicted

patches. Sidenbladh et al. [37] provide a framework to track 3D human figures in monocular image sequences

using 2D image motion and particle filters with a constrained motion model that restricts the kinds of motions that

can be tracked. Wachter and Nagel [48] track persons in monocular image sequences. They use an IEKF with a

constant motion model and use edges to region information in the pose update step in their work. Moeslund and

Granum[28] use multiple cues for model-based human motion capture and use kinematic constraints to estimate

pose of a human arm. The multiple cues are depth (obtained from a stereo rig) and the extracted silhouette, whereas

the kinematic constraints are applied in order to restrict the parameter space in terms of impossible poses. Sigal

et al. [39, 38] use non-parametric belief propagation to track in a multi view set up. Lan and Huttenlocher [26]

use a Bayesian framework to combine pictorial structure spatial models with hidden Markov temporal models.

DeMirdjian et al.[12] constrain pose vectors based on kinematic models using SVMs.

Rehg and Morris [32] and Rehg et al. [33] describe ambiguities and singularities in tracking of articulated ob-

jects and propose a 2D scaled prismatic model. Sminchisescu and Triggs present a method for recovering 3D

human body motion from monocular video sequences using robust image matching, joint limits and non-self-

intersection constraints, and a new sample-and-refine search strategy [41]. They also try to remove kinematic

ambiguities in monocular pose estimation by using simple kinematic reasoning to enumerate the tree of possible

forwards/ backwards flips, thus greatly speeding the search within each linked group of minima [40]. Cham and

Rehg [9] describe a probabilistic multiple-hypothesis framework for tracking highly articulated objects using a

monocular video. Deutscher et al. [13] introduce a modified particle filter for search in high dimensional configu-

ration spaces that uses a continuation principle, based on annealing, to introduce the influence of narrow peaks in

the fitness function, gradually, and is capable of recovering full articulated body motion efficiently.

2: Human body model

The use of human body models greatly simplifies the pose estimation problem and also makes the pose esti-

mation more robust and accurate. As described in Section 3, we can construct voxel-based models of the human

body, but this representation is meaningless in terms of our understanding of what the pose of the subject is. We

therefore use a human body model consisting of several segments to describe the shape of different parts of the

body. These segments are connected in a kinematic tree structure, and the relative positions of these segments

with respect to their neighbours determines the pose of the subject. The trade-off in using the model is that it in-

troduces another set of parameters to measure or estimate, namely the body model parameters. However, the level

of accuracy we target in our work necessitates the use of such elaborate models. The human body model we use is

a set of body segments, modelled in our work as tapered super-quadrics, connected in an articulated model. The

parameters of the model are of two kinds: shape parameters and kinematic chain parameters. The shape parame-

ters are the parameters of the super-quadrics representing the human body segments and the kinematic parameters

are the positions of the joints in the articulated body. We describe in detail the human body model that we use in

our work in Section 2.1. We also describe the capture environment (Keck laboratory) where the sequences used in

the experiments were captured, in Section 2.2.
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2.1: Human body model

We model the human body as being composed of rigid body segments connected at joints and free to rotate

about the joint connecting two segments. Badler et al. [4] in their book describe various types of models that

can be used. While their work is mainly intended for the human factors engineers, the issues addressed with

respect to the appearance and motion of human beings and their relation to the body structure and various joints

is very relevant to our work. The human body model that we use is illustrated in Figure 1 with the different body

segments as well as some joints labelled. Each of these body segments have a coordinate frame attached to them.

The segment can be described by an arbitrary shape in terms of the coordinates of this frame, and in our case is

modelled using a tapered super-quadric. The trunk is the base and the neck and head segments as well as the four

limbs form kinematic chains originating from the trunk.

Figure 1. Super-quadric based human body
model with the body segments and some
joint locations labelled. The joints not la-
belled are the joints corresponding to the
left side of the body.
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Figure 3. Modified super-quadric parameters

We note that the human body model introduced above allows us to represent the human body in a large set of

postures and is yet simple enough to describe in terms of relatively few parameters. We use tapered super-quadrics

in order to represent the different body segments for their simplicity and flexibility. They capture the shape of

different body segments using just five intuitive parameters in our case. The compact representation we use makes

it easy to estimate the parameters of the super-quadrics. It is our objective to eventually replace this model with

rigid triangular mesh models for each body segment. Estimation of such mesh objects is generally difficult unless

accurate 3-D scans are available. The tapered super-quadric is given by

(
x
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)2

+
(

y

y0

)2

=
(

1 + s
z

z0

) (
1 −

(
1 − 2

z

z0

)d
)

,

where z takes values in [0, z0], and is characterised by the parameters x0, y0, z0, d, and s. The meaning of some

of the parameters is illustrated in Figure 3. If sliced in a plane parallel to the xy plane, the cross section is an

ellipse with parameters αx0 and αy0 as shown in Figure 3 (b), where α is a scalar. The length of the segment is z0

as shown in Figure 3 (c). The scale parameter, s, denotes the amount of taper, and the exponential parameter, d,
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denotes the curvature of the radius profile along the z-axis. For e.g., d = 2, s = 0, is an ellipsoid, d = ∞, s = 0
is a right-elliptical cylinder and d = ∞, s = −1 is a right-elliptical cone.

A joint between two body segments is described as a vector in the coordinate frame of the parent body segment,

connecting the origin of the parent segment coordinate frame to the origin of the child segment. The pose of

the child segment is described in terms of the rotational parameters between the child coordinate frame and the

parent coordinate frame. The trunk, which forms the base of the kinematic chain, has 6 degree-of-freedom (DoF)

motion, both translational and rotational. The body model includes the locations of the joints of the different body

segments.

2.2: Capture environment

We use multiple calibrated cameras in our system. We position cameras all around the subject and pointing

towards the centre of the capture space. However, due to the complex structure of the human body, there is bound

to be some occlusion unless there are cameras that are positioned all around and pointing at the subject. Our

system consists of cameras positioned around the room as illustrated in Figure 2 so as to obtain images of the

subject from different angles. The specifications of the capture in the Keck laboratory, where we captured most of

the data that was used in the experiments, are as follows.

• The number of cameras used ranges from 8-16.

• The images are 484 × 648 grey-level with 8-bit depth.

• The frequency of the capture is 30 frames per second.

The cameras are calibrated using Tomas Svoboda’s algorithm [45] that provides the intrinsic and extrinsic

calibration parameters that are accurate to a scale. We then use a calibration device of known dimensions and use

images from two cameras to obtain the scale parameter and a world reference frame. The camera (lenses) used

in the Keck laboratory possess negligible radial distortion and we ignore the radial distortion parameters. If the

radial distortion is not negligible, we undistort the images using the estimated radial distortion parameters.

3: Model acquisition

We present an algorithm that builds a complete articulated human body model using video obtained from

multiple calibrated cameras. We use a bottom-up approach in order to build a parametric representation of a

general articulated body from the voxel data. We, then, register the parametric representation with the known

human body model, and estimate the parameters of the human body model.

We base our algorithm on the observation that the human body consists of a base body (trunk) with articulated

chains originating from it, such as the neck-head chain, arm-forearm-palm chain and the thigh-leg-foot chain (Re-

fer Figure 1.) We build a voxel representation at each instance of time using the foreground silhouettes computed

at that time instant. Our key observation is that the human body can be visualised as consisting of 1-D segments (or

articulated chains) embedded in three-dimensional space. We note this in Figure 4 (a), where we can make out the

five articulated chains, the head and four limbs, attached to the trunk. We would like to extract the 1-D structure

of the voxel data, as well as successfully segment them into different articulated chains. The articulated nature of

these chains, however, make it difficult to segment them in normal 3-D space. We adapt the method proposed by

Belkin and Niyogi [5] to extract the geometric structure of the underlying 1-D manifold. In the first part of the

algorithm, we segment the voxels into different articulated chains and also obtain the “position” of the voxel along

the articulated chain. We transform the voxels into the Laplacian Eigenspace of six dimensions (Figure 4 (b-c)),

where we can segment the voxels by fitting splines to the voxels in eigenspace the results of which are shown in

Figure 4 (d-f). We are able to obtain for each voxel, a parameter describing its location on the spline representing
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Figure 4. Segmentation in Eigenspace: Splines are colour coded according to index.

that articulated segment. This voxel registration is a key step and used at various stages in the algorithm. Once we

have obtained the six spline segments representing the six articulated chains, we can visualise each segment as an

edge connecting two nodes. We thus have twelve nodes and six edges (Figure 5 (a)). We connect “close” nodes

(Figure 5 (b)), merge them (Figure 5 (c)), and register to the graph structure of our human body model shown in

Figure 5 (d).

(a) Unconnected (b) Add edges (c) Merge nodes (d) Human body

Figure 5. Computing body segment graph
Figure 6. Segmentation of voxels into articu-
lated chains and computation of skeleton

We, then, construct a skeletal representation as illustrated in the flow-chart in Figure 6. We may not be able to

successfully register the voxels to the articulated chains at all time instances in case of error in the voxel estimation

or in the case of a difficult pose. Therefore, while the method may not be useful in performing pose estimation at

every frame, we are able to acquire the model and simultaneously estimate the pose of the human subject in a few

key frames where the registration is successful.

Figure 7. Flow-chart for estimating the model
parameters from a set of key frames of com-
puted skeletons and registered voxels. Figure 8. Overview of tracking algorithm

In the second part of our model acquisition algorithm, we obtain the model parameters for the subject progress-

ing from a simple skeleton model at first to the complete super-quadric model. We obtain an initial estimate of the

human body “skeleton” from the key frame skeleton and we optimise the human body model parameters and the

pose of the key frames to minimise the model fitting error with the computed skeleton as illustrated in Figure 7.

The human body model parameters are the joint locations and the shape (super-quadric) parameters of the different

body segments. The important steps are as follows.

• Estimate the stature of the person from limb lengths, build a basic body skeleton for different values of the
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Figure 9. Optimised model superimposed on
computed skeleton
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Figure 10. Estimated model and pose refine-
ment

stature and find the model that best fits the key frame skeletons.

• Estimate the pose at each key frame that minimises the skeleton-model fitting error. Estimate the body model

parameters (joint locations at this stage) that minimise the skeleton model fitting error. Iterate until the values

converge numerically. (Figure 9)

• Estimate the parameters of the super-quadric body segments based on the currently existing body model

parameters.

• Estimate the pose at each key frame that minimises the voxel-model fitting error. Estimate the body model

parameters (super-quadric parameters) that minimise the voxel-model fitting error. Iterate until the values

converge numerically. (Figure 10) The model (Figure 10 (b)) constructed from initial estimate of the quadratic

parameters compared with the voxels (Figure 10 (a)), and super-imposed with voxels before pose refinement

(Figure 10 (c)) and after (Figure 10 (d)). Figure 10 (e) is the model in voxel representation.

It is our objective to use our knowledge of the general structure of the human body in order to estimate the

parameters of the human body model. In our model acquisition procedure we simultaneously estimate the param-

eters of the model as well as the pose. We could, of course, use this algorithm to estimate the pose at each frame,

but, as noted earlier, the registration to the articulated chains at the voxel level may not succeed for all frames.

However, we could estimate the pose at regular intervals and use tracking methods described in the next section to

estimate the pose in the intermediate frames.

4: Tracking using multiple cues

The algorithm we propose in [43] combines multiple cues, such as pixel displacements, silhouettes and “motion

residues” to track the pose. The objective is to estimate the pose at time t + 1 given the pose at time t, using the

images at time t and t + 1. The pose at t + 1 is estimated in two steps, the prediction step and the correction step

as illustrated in Figure 8. The motion information between time t and t+1 is used to predict the pose at time t+1
in the first step, while the spatial cues at time t + 1 are used to correct the estimated pose. The steps required to

estimate the pose at time t + 1 are listed below.

• We register pixels to body segments and obtain the 3D coordinates at time t using the known pose at t. We

convert each body segment into a triangular mesh and project it onto each image. We thus obtain the 3-D

coordinates of some the pixels in the image corresponding to the mesh vertices. We can compute the 3-D

coordinates and of all the pixels belonging to that segment by interpolation.

• Estimate pixel displacement between time t and time t + 1 for each all pixels in the mask for each body

segment and each image. (Figure 11)

• Predict pose at time t + 1 using pixel displacement of pixels belonging to all body segments and in all images

[44].

• Combine silhouette and “motion residue” (Figure 11 (d)) for each body segment into an “energy image” for

each body segment and each image. (Figure 12)
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(a) Image (b) Mask (c) Image diff. (d) MR (e) Flow

Figure 11. (a) Smoothed image, (b) Mask, (c) Dif-
ference between images at time t and t + 1 (d)
Motion residue (MR) for computed pixel motion
(e) Estimated Pixel displacement

(a) Silhouette (b) Forearm (c) Motion Residue (d) Energy

Figure 12. Obtaining unified energy image
for the forearm: (b), (c) and (d) represent the
magnified box in (a).
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Figure 13. Estimated models and corresponding voxels for different subjects.

• Correct the predicted pose at time t+1 using the “energy image” obtained in previous step using optimisation.

5: Experimental results and summary

In the experiments we used grey scale images from 8-16 cameras. The foreground silhouette is obtained using a

simple background subtraction algorithm. We present the results of our experiments using the proposed algorithms

for human body model parameter estimation and tracking in Section 5.1 and our tracking results in Section 5.1.

We finally present the summary in Section 5.3.

5.1: Human body model parameter estimation

We used 16 calibrated cameras in our experiments. The background subtraction algorithm does not perform

very well on grey-scale images and as a result the voxel reconstruction is of poor quality at times. The algorithm

is fairly robust to such errors and rejects frames where registration fails due to missing body segments or when the

pose is not suitable.

We conducted experiments on four male subjects with different body mass, stature and BMI (body mass index).

The same algorithm parameters were used in all the cases. Twenty key frames (where registration was successful)

were used to estimate the model parameters as well as the pose at each time instant. The results are illustrated in

Figure 13. We constructed a synthetic voxel image for each of the key frames using the estimated model and pose.

We use the synthetic voxels (illustrated in Figure 10 (e)) in order to evaluate the algorithm with respect to data

voxels (Figure 10 (a)). We also acquire the model parameters from the synthetic voxels, so that we can compare the

original and estimated poses. The pose errors were computed at 24 major joint angles as the absolute differences

between the original and estimated values for all the key frames used in the model estimation algorithm. The mean

and median errors in degrees were 6.9◦ and 2.1◦ respectively.
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5.2: Pose Tracking

In the experiments performed, we used grey-scale images, with a spatial resolution of 648 × 484, from eight

cameras. We present the results of the experiments that were conducted using different sequences. The subject

performs motions that exercise several joint angles in the body. The initial pose was set manually. Our results show

that using only motion cues for tracking causes the pose estimator to lose track eventually, as we are estimating

only the difference in the pose and therefore the error accumulates.

This underlines the need for “correcting” the pose estimated using motion cues. We see that the “correction”

step of the algorithm prevents drift in tracking. In Figure 14, we present results in which we have superimposed

the images with the model assuming the estimated pose over the images obtained from two cameras. The length

of the first sequence is 10 seconds (300 frames), during which there is considerable movement and bending of

the arms and occlusion at various times in different cameras. We also provide results for a walking sequence.

Experiments using other sequences also show successful tracking of all the body segments inasmuch as a visual

inspection of the model on images from all cameras reveals.

Figure 14. Tracking results using both motion and spatial cues. The images on the left belong
to the first sequence and the images on the right belong to the second sequence.

5.3: Summary

We have addressed the problem of model acquisition in detail and provided the results of experiments on a single

subject in different poses. No prior measurements of the subject were used. The only prior data used was a simple

graph-based model of the human subject and an approximate relation between the stature of an average human

subject and the length of the subject’s long bones, as well as approximate locations of the shoulder, neck and pelvic

joints with respect to the trunk. We performed experiments on four different subjects to check the success of the

proposed algorithm on different human subjects. We also propose to compare the completely estimated model

with the 3D-scan data of the same subject to verify accuracy of the computation. Once the model is available

we can also accurately estimate the pose using the steps postulated in this section, without modifying the model

parameters.

Our tracking algorithm uses multiple cues to perform robust and accurate tracking of pose using a complex

human body model. We have made contributions at several levels, notably in the use of multiple cues, where we

have combined the spatial cues in an intuitive manner. We use a mask for each body segment to compute the pixel

displacement. We use a non-linear parametric model to compute the pixel displacement for the mask. We also

allow for large values of displacement by using a combination of search and optimise algorithm. It is possible to

reduce the degrees of freedom for certain joints such as the elbow joint. If we restrict the degrees of freedom of a
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joint, ideally the estimation is more robust and accurate. However, the estimation is very sensitive to the correct

initialisation of the orientation axes. If there is a slight error in the definition of the axes, then the estimator may

not be able to estimate the pose correctly. We, therefore, find it is better to not limit the degrees of freedom of

special joints at this stage.
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